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Well-Posedness of N.G-KdV Class (3+1) Equation
Under Noncharscteristic Data

K.A. Moustafa® and H.A.F. Mahmoud?

Abstract

In this article, we introduce the well-posedness of N.G-KdV class (3+1) equation
which has an important physically phenomena of the propagation of traveling wave
with all types solitary waves. We prove, first of all, that the general class of N.G-
KdV class (3+1) equation can be reduced for certain data to a semi-linear system of
first order partial differential equations. We find the characteristics of this system
and show that it is equivalent to a system of ordinary differential equations in
which differentiation is along characteristic direction. These equations can be
integrated to give the solution of the system provided that the data is not specified
on a characteristic. This method of solution is called the generalized characteristics

in three dimensions.
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1 Introduction

We establish well- posedness for the nonsingular class by applying the well-
known theorems on uniqueness, existence and continuous dependence on the initial
conditions for semi-linear systems. As regards the singular class, we divide it
further according to the multiplicity of the (essential) characteristic roots of N.G-
KdV class (3+1) equation which defined as

aluxxt + azuxxx + a?:uxtt + a4uuxxt + asuuxxx + a6uuxtt + a7uxuxt + a8uxuxx + aguxutt

T UUyy + U Uy + U+ Qg T QU + QsUyy + OgUs 07 Upy 1.1)

XXXXT XXXt

=o’u, +o’u,
We introduce reduction to a semi-linear system of first partial differential

equations.

1.1 Reduction to a semi-linear system of partial differential

equations

Consider the initial value problem which corresponds to the equation (1.1).
Let the initial curve which supports the data be non-characteristic, as shall be
defined in the next section, and without loss of generality let this curve be the usual
onet=0,i.e,

U, + U, +aU, +a,uu,, +auu,, +auu, +a,uu, +ouu

X xt XXX

+ QUi (1.1

XXt XXX xtt XXt

+a9uxutt + aloutuxx + allutuxt + alzuxxxxx + a13uxxxxt + a14uxxxtt

2 2
+a16uxxttt +a17uttttt =0 uyy to uzz
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with the initial value problem
u(x,y,z,0)=f(x,y,2), u(x,y,z,0)=9(x,y,z),
U, (X, y,2,0)=H(x,y,2), 1.1.2)
U (X, Y,2,0) = (X, ¥, 2), Uy (X, Y,2,0) = 6(X,Y,2)

We introduce now the following.

Lemma 1.1.1 The initial value problem for N.G-KdV class (3+1) equation (1.1.1)
with non -characteristic initial data may be reduced to a non-characteristic initial
value problem for a first order system of partial differential equations.
Proof. Re-writing equation (1.1.1) in the form
F(u, p,q,r,s,z,v,o, u,0,7,7,M,N,1,h,Lk,E,O, 7,&, B,h) =

a, B+ o,h+ o +a,uf +auh+aué +a,0s + a0t + aqr + oy, pr

+ 0, PS + N + Q@ + o+ Oy + U+ — o h—o?k =0 (1.1.3)
Where

p:ut,q:ux,r—un,s—uxt,r uxx’v uxxxxx’a)zuxxxxtuu=uxxxtt’
U:uxxttt’}/:uxtm’n:uttttt”M :utttUN ttb(’l =u h:utxxxv

L uttt’k U uyt7o:uzz’ﬂ.:uzﬂé:uttx’ﬂ:utxwh:uxxx (114)

ttxx ?

We use the initial conditions equation (1.1.2) and differentiating (1.1.3) with
respect to t yields, we obtain the following equation.

E_E@_UJFGF&p 6F6q oFor oFos oFor oOF ov OF do

ot ouaot op ot aqat orot st orot vt ow ot
+8F6y 8F80+8F87 oF on a_Faﬂ oF oN 8F6I+8_F8_h
ou ot ov ot oy ot on ot aM ot ON ot ol ot oh ot
+8F8L oF ok oF 0E oF 00 OF om 8Fa§ aF%+ﬁ@
Lot ok ot OE ot 00 ot or ot 656’[ op ot oh ot
=a,f, + a,h, +a,é +a,[u f+up ]+ a[un+un, ]+ o ué +ué ]
+a,[q,s+0s, ]+ [q,7 +qr, ]+ agq,r +ar ]+, [ p7 + pr ]+ [P S+ PS,]
T OV + QO + Oy + QY F QgD+ T _Gzht _O-zkt =0, (1.1.5)
but
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u =p h=n,
U =7y =N
T, =0 g, =S
pi=1 =L 7=,
By inserting equation (1.1.6) into equation (1.1.5), we have

8(3_!: =(ay +(a, + ) )u)l + a,h+ (a; + )N

%
£
Il

<
Il

4
.
x (1.1.6)
UX

RS
I

+la, B+ ash+ (s + ay))E +a, fl1P + S(a;S + T + 1)
+ (0T + agS)r + (e, L + ap B) + a0, + a1t + 0, 1.1.7)
+ayn, + oy, + o —o’k —c’0, =0
Thus equations (1.1.6) and (1.1.5) can be combined to form the following
system:
(o, + (a, +a)u)l +a,h+ (o + aU)N +[e, B+ ah + (o + )+, S1P
+S(a; S+ agT + o) + (a7 + a4 S)F + (oL + g B) + a0, + a1, + 1,0,

2 2
+asl) T gy T O — O Ey_o- 7, =0

u=p h=ht St:‘§

U =7y ft:N Vi = 0,

T, = =S . =0

=P 0, t X (1.1.8)
ﬂt=| rt:L =", kt:Ey Ot:ﬂz

This is a system of first order partial differential equation in the dependent
variable u,p,q,r,s,zv,o, u,0,7,7,M ,N,l1,h,L k,E,O,7, & and K. The
initial conditions may be obtained from equations (1.1.2) and amount to the
specification of u,p,q,r,s,z,v,®,u,0, 7,n,M,N,I,h L k,E,O,z & B andh.
However, » is not known explicitly, but since the initial conditions are assumed
specified on non-characteristic curve, then n may always be determined. Thus

initial condition t = 0 become
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u(x,y,z,0)=f(x,y,2) p(x,¥,2,00=9(x,y,2)  a(x,¥,2,0)=f,(x,y,2)
7(x,y,2,0)=f,(X,y,2)  s(x,y,2,0)=0,(xYy,2)  r(xy,z0=H(xY,2)
V(X7 y’ 270) = fXXXXX (X’ y’ Z) a)(X, y’ Z’ 0) = gXXXX(X7 y’ Z) ILI(X’ y7 Z’ 0) = HXXX (X’ y’ Z)
L(x,y,z,0)=R(x,Y,2) M(x,y,2,0)=K(x,y,2) 0(XY,2,00=R, (X, Y,2)
y(%y,2,00=K (% y,2)  N(xy,2,00=R(x,y,2) 1(xy,2,00=H,(x,y,2)
h(x,y,2,0)=0,, (X, y,2)  Kk(x,y,2,00=C(x,y,2)  E(XY,2,0)=9,(XY,2)
O(x,y,2,0)=0(x,y,2)  #(%Yy,2,00=9,(x,y,2)  &(XY,2,00=H,(x,y,2)
B(x,y,2,00=0,(x,y,2)  A(X,y,2,0) = f, (XY,2)
n(x’ y7 Z,O) = G(f 1 g’ fx’ fXX’ gX’ H’ fXXXXX’ gXXXX’ HXXX’ R’ K’ RXX’ KX’ RX’ HXX’ gXXX’C’ gy’

0,9, H, 9, fo) (1.1.9)
The system (1.1.8) can be expressed in the matrix form:
U+ AU, +ByoUy +Dy0U, +Coppy =0 (1.1.10)
U(,y,z,0)=w(x,y,z).
where U, A, ., Bou0ss Dyuns and C,, ,, are
U' =[u,p,q,rs72Vv,0u07n7MN,IhLKE,O,xé& B (1.1.11)
Cros =[-P,-1,-s,-L,-£,-5,0,0,0,0,0,3,~17,~,~v,~1,-M,0,0,0,0,—N,~1,~h]
With

J :i[(al +(a, +a)u)l + a,h + (a; + aU)N +[a, f+ ah + (s + )¢
ay;

+ 0, 1P + S(0,S + 0T + 0tgF) + (047 + 2 S)F + (L + 2 B)] a, #0,
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This completes the proof of lemma.

Lemma 1.1.2 The system of equation (1.1.10) under the non singular linear

transformation

O O O -
'~ y©
Q 'x = ©°

* * *

I © © °

This reduces to the system U, +AU . +C,, ,, =0.

Proof. Let

X=>¢ =a'x+pBy+y'z,

s

*

s

£

yoe =0X+u Yy+o'z,

*

*

*

OX+n Y+ z,

*

Z2>¢
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and t —>t'=t . Using this transformation, we have
u, - 8U* o¢ N GU* oe N 8U* o0&

0" ox Og ox 0&" OXx

U :au o¢ +6U oe +8U o0& _

bogT oy ot oy 08 oy

_oJ og” +6U o¢’ +6U o&”

Yo o1 ogt o1 O oz

:Ug*a +U5*5 +U§*¢,

Ug*ﬂ*+U8*,u*+U§*77*,

:Uc*7 +U .o +U§*1//.

Substituting these values in the system of equation (1.1.10) we have

U, + Aiug* + AZUE* + A3U§* +C,u0 =0, 1.1.12)
where A =a" A0+ B Boprs * 7 Dogrs + Ay =0 Ayypy + 1By + @D,y 5, and

A = Potos + 11 Bosos + ¥ Digas-

Since any solution of this equation depends on the matrices, then the space of
solution is 9-dimensional space span by the matrices
a’ Byt ot W et ¢t ' w. Also the properties of eigenvalues and eigenvectors

under linear transformations denote by [1]. So we shall study the solution on a

subspace of the space of all solutions. This subspace satisfies the condition,

a’,fp L,y =1 andA,,A, =0. Then the equation is reduced to
U'[ + Alué'* +C24><24 = 0! (1.1.13)

where A=A, ., +B,,.,,+D,,.,, and defined the form



114 Well-Posedness of N.G-KdV class (3+1) equation ...

00000000 0 0 O 0000000 0 0 0 00 0]
0000O0O0OO0OO O OO OOOO0OO0DO0OO OO OTOOO
00o00O0O0OO0OO 0O OO OOO0OOOODO O OTOTUOOO
00000O0OO0OOD OO O OOOCOCODOO OO0 O O0COO
0000O0OO0OO0OOD O OO OOOO0OODO0OO O OOTUOOO
0000O0O0OO0OO O OO OOCOO0OO0DO0OO OO OTOOOD
0o0oo0oo000O0-110 0 0 OOO0OOODO O OTOTUOOO
00o000O0O0UO -1 0 0 O0O0OO0OCO0CODO0OO OO O TOOO
0000O0O0OO0O O -1 0 0O0000O0OO0TO0CTO0OTUOOO
0000O0O0O0ODTO O O -1 0000000 0O OOCOOO
0000000O O O O -1000000 0O 0 O0O0O
0000000% % % % % 599990 g2 g
Aoy T Brios + Dy = Gy Oy Oy Oy Oy Gy Y
00000O0OO0OOD O O O OOOCOCODOO OO0 O O0OO
0000O0O0OO0OD O OO OOOCOODO0OO OO OTUOOO
0000O0O0OO0OO O OO OOCOO0OO0DO0OO OO O TOOOD
0o0oo0oo000OO0OO 0O OO OOO0OOOODO O OTOTUOOO
00000O0OO0OO O OO OOOCOCODOO O O O O0OO (1114)
0000O0O0OO0OOTOO OO OOOO0OO0OO0OO -10 0 00O
000-10000 0 O O OO0OO0OO0CODCO0OCO OO O OCOO
0o0o00O0O0OO0OO 0 OO OOO0OOOODO O OS-1o0O0O0
000-10000 0 O 0O OOO0OOQCODOO OO O OCOO
0000O0O0OO0OO O OO OOCOOODO0OO OOOOTUOOO
0o0o0o00O0OO0OOTO0 OO OOO0OOOODO O OTOTUOOO
00000000 O O O OO0O0O0COO 0 0 O 00 0]

Definition 1.1.3 The system of equation (1.1.13) is called quasi-linear if A, depend
on U . If A, independent of U, and C depends on U , but not linearly, the

system is called Semi-linear. If C is also a linear function of U , the system is

called linear.

Theorem 1.1.4 The initial value problem of equation (1.1.1) for the general class
of N.G-KdV class (3+1) equation with non- characteristic data can be reduced to a
non-characteristic initial value problem for a first order semi-linear system of
partial differential equations.

Proof . Making use of the definition (1.1.3) of the semi-linear system and the result

of lemma (1.1.2) the theorem is proved. m
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2 Characteristics of the system

Definition 2.1 A characteristic of the system (1.1.13) is a curve along which the
values of U , combined with the equation (1.1.13) is insufficient to determine the

derivatives of the normal this curve.

The problem of determining the derivatives of U normal to our data is easily
resolved by considering the effect on system (1.1.13) of a change of coordinates
t—>t and ¢ — ®({7,t) =constant. (2.1)
Then the system (1.1.13) reduces under equation (2.1) to
{au ou acD}Al[au oD

:|+CZ4><24 (U) =0

ot oD ot oD AL

. od od | [oUu] [ou
e, | I—+ — |+|— |+C U)=0 2.2
1224 22] [2].[2].c,0 .

where [g%} is the normal derivative of U to, this normal derivative is determined

|-

Combining this result with definition (2.1), then characteristic of the system

. oD
if det| —+

oD
oc”

(1.1.13) is given by the equation

oD, oD |
det[IE+ A o } =0. (2.3)

oD

Putting A = % = 884; , then equation (2.3) can be written as

oc”

det(A —Al)=0 (2.4)
Equation (2.4) is called the characteristic equation of the system (1.1.13), where A
is now an eigenvalue of the matrix A, .

The above analysis leads to the following.
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Theorem 2.2 The characteristic of the system (1.1.13) which corresponds to the

N.G-KdV class (3+1) equation (1.1.1) is given by the roots of the equation
(e, — o A+ a A — o A+ ag At -, A%) =0 (2.5)

where A= (a—gj
ot

Proof. By using the expression of A, as in (1.1.14) and expanding

det(A, — AI) = 0, then obviously equation (2.5) follows and the theorem is proved.o

Definition 2.3

(1) If all the roots of equation (2.4) are real and distinct the system of equation
(1.1.13) is called "totally hyperbolic™.

(2) If some of the roots of equation (2.4) are complex, the system is called "ultra-
hyperbolic™.

(3) If all the roots of equation (2.4) are complex, the system (1.1.13) is "elliptic".

(4) The system (1.1.13) is hyperbolic if equation (2.4) has at least one real root.

In the following we shall concentrate only on the case in which the system is
hyperbolic.

2.1 Normal form of the first order system

In the previous section we have demonstrated that the characteristic of
equation (1.1.13) are given by the eigenvalues of eigenvalue problem
AX =AX.
It is now convenient to transform the system (1.1.13) to a simple form in which the
differentiation should be in one direction only, i.e., directed along a characteristic
of the system. This new system is called the normal form of equation (1.1.13).

For doing this let the eigenvectors corresponding to the eigenvalues 4 of
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A, span E* and let T be the matrix in which each column is one of these

eigenvectors, then T is nonsingular. Suppose that

U=TV (2.1.1)

Inserting this transformation into (1.1.13) then
(TV), + A(TV), +Cppy =0, TV(£,0)=H(S). (2.1.2)
Hence
TV, +TV + ATV, + AT,V +C,, ,, =0. (2.1.3)
Multiplying both sides of equation by T ™
V,+T ATV, +C =0, (2.1.4)
such that
C=T'C+T ATV +T'TV. (2.1.5)
Since A, is a matrix of constant coefficients, equation (1.1.13), and then the
eigenvalues of A, don’t depend on ¢£,t and U consequently T doesn’t depend on
¢,tand U this implies that T, =0=T,.
Since T AT =D is diagonal, then equation (2.1.4) can be written as
V,+DV, +C =0, D=diag(4, 4, ... Ay,), (2.1.6)
with the initial condition
V(S0 =T U 1) =p(Q). (2.1.7)
Finally, equation (2.1.7) can be written in terms of components and the i-th
component, which corresponds to the i-th characteristic, has the form

V' +AV/+C' =0, V'(£,0)=y'(0). (2.1.8)

From the theory of a single first order partial differential equation, it follows
that on the characteristic traces for the equation, the equation reduces to an ordinary
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differential equation. Hence, V' + AV is a directional derivative in the direction

A'. Thus, every equation in the form (2.1.6) and (2.1.7) contains a differentiation
in one direction only which is the characteristic direction. The form of equation
(2.1.6) and (2.1.7) is the normal form of the system (1.1.13).

Example 2.1.1 Consider the initial value problem

Uy = Uy U, +U, —00 < X< ,1>0.

—00 < y < 0

—00 < Z <0
u(x,y,z,0)=f(x,y,2) a(xy.z,0)=9(xYy,2)
p(xy,2,0)=f,(xy.2)  r(xy,2,0)=f,(xy,2)
s(x,y,2,0)=9,(xy,2)  k(x,y,2,0)=f, (xy,2)
o(x,¥,2,0)=9,(xy,2)  h(xY,z,0)=f,(x,y,2)
A(xY,2,00=9,(x,y,2) 7(xY,2,00=G(f,9,f,, f,,,9,. f,.9,, ., 9,)

(2.1.9)

To find the solution of this equation by using the method of characteristics,

we firstly reduce it to a system of first order partial differential equations. Thus let

F(u,p,q,r,s,7,k,0h A)=r-r-k—h=0, (2.1.10)
where
=u,, =u,, r=u,, S=U,,
e P ‘ (2.1.11)
7 =U,, k=u 0=Uy,, h=u,, A=u,.

Differentiating equation (2.1.9) with respect to t
oF oFou oFdp oFdq oFor OFos OF or

ot duot dpot aqaot or ot os ot or ot

(2.1.12)
oF ok oF oo oF oh OF oA
ok ot ooot ohot OA ot
Using equation (2.1.11), then equation (2.1.9) reduces to the form
7,—r—k —h =0, (2.1.13)

where
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q=u, P =S, St =Ty =S
S, =7, ktzoy, 0, =17, h =A, A=r1,
Combining equations (2.1.13) and (2.1.14), then the original equation (2.1.9)

X!

(2.1.14)

reduces to the system
=1, =S, S, =7 o
2:=2'X, F;tt=oy, tot=z'y, h=A, A=r, (2.1.15)

with the initial data

u(x,y,z,0)=f(x,y,2) a(xy,2,0)=9(xy,2)

p(x,y,2,0)=f,(xy,2) r(xy,2,0)=f,(xy,2)

s(x,¥,2,0)=9,(x%Yy,2)  k(x,y,2,0)=f (xVY,2) (2.1.16)

o(x,y,2,0)=9,(%Yy,2)  h(xy,z0)="f,(xY,2)

Alxy,2,0)=9,(x,y,2)  7(x,y,2,0)=G(f,9, f,, {,. 9., T, 9. F.. 9,)
Clearly, the system of equations (2.1.15) and (2.1.16) can be written in the matrix
form

U, = AU, +BU, + DU, +CU, U y,2,0)=H(x,y,2), (2.1.17)

where

>

Il
O O O O O O o o o o
O O O O O O o o o o
O O O O OO o o o o
O O O O OO o o o o
OO O OO rr OPFr O o o
O O OO O Fr OO o o
O O O O OO o o o o
O O O O OO o o o o
O O O O OO o o o o
O O O O OO o o o o

o

Il
O O O O O O o o o o
O O O O O O o o o o
O O O O OO o o o o
O O O O OO o o o o
O O O O OO o o o o
O O r OO O O o o o
O O O O OO o o o o
O OO r kP OO O o o
O O O O OO o o o o
O O O O OO o o o o
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0 00O0O0O0OOOOO
0 00O0O0O0OOOOO
0 00O0O0O0OOOOO
0 00O0O0O0OOOOO
0 00O0O0O0OOOOO
0000O0O0O0GO0GO 1]
0 00O0O0O0OOOGOO
0 00O0O0O0OOOO OO

0 00O0O0O0OO0OO0TO 01

0 000O01O0O0O0TO

D

0010O0O0O0O0O0CTO
0010O0O0O0O0O0CTO
000O01O0O0O0O0CO
0 00O0O01O0O0O0CTO
0 00O0O0OO0OOOO OO
0000O0OO0GOGO OO
0 00O0O0OO0OOOO OO
0 00O0O0OO0OOOO OO
0 00O0O0OO0OOOO OO
0 00O0O0OO0OOOO OO

C

and UT =[u, p,q,r,s,7,k,0,h, A]. Thus the characteristic roots are

6,0,0,0,0,0,0,0,1,-1).

Then, the eigenvectors can be written in the form of the

matrix T

1 000O0O0OO0OO0TGO0OTDO

01 00O0O0O0O0TGO0CTEO

00100O0OO0OO0OTGOEO O

0 0010O0O0TO

1

-1

00001O0O0OCO0CT11

0 000O0O1O0TO0

1

-1

0 000O0O0OO1O0O0TDO

0 000O0O0O0OO1 OO

0 000O0O0O0OOOTI1F@®O

0 000O0OO0OOOOT O 1

Clearly, the inverse of this matrix exists and has the form
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0
0
0

100000O0O0O0O

01 000O0O0CO0CTO

001 00O0O0O0CTO

-1

0 001O0O0O0O0 1

0 0001O0O0O0

-1
-1l

-1

0 000O01O0OCO01

0
0
0
1

0 000O0O01O0TO0

0 000O0O0O0CTI1IO

0 000O0O0O0OO0T1

0 000O0O0O0COCTUO

T'=

then we have

0 000O0OOOOOTU OUDO

0 00O0OOOOT OO

0 00O0OOOOOTU OO

00001O0O0OO0CTI11

0 00O0O0OT1QO0TO0

1

-1

000010001 1

0 000O0OOOOTUOTUDO

0 00O0O0OOOOTU OO

0 000O0OOOOOTUOUDO

0 000O0OOOOOTU OO

0 00O0OO0OOOOTOTUDO

0 00 0O0OO0OOOOT OO

0 00 0OO0OOOOTGOTUDO

0 00O0OOOOOTOTDO

0 00 0O0OO0OOOOT OO
000O0O0O0OT1O0 Of

0 00O0O0OOOT1I O0 O

1

-1

0 00 0O0OO0OOOOTG OO

0 00 0O0O1O0TO0

0 00O0O0OOOOTOTUDO

T'AT

T'BT =

and
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= O

T'CT =

O O O O O O O o o o
O O O O O O o o o o
O O O O O O o o o o
O O O O O O O o o o
O O O O O O O o o o

O O O O OO o o o+
O O O O O o o o+ o
O O O O O oo o+ O o
O O O O oo o+ B+ O

O O O O O o o

o O O o

T'DT =

©O 0O o oo oo oo
©O 0O o oo oo oo
O OO0 oo oo o oo
O 0O o0 oo oo o oo
O 0O o0 oo oo o oo
L
O 0O o oo oo oo
©O 0O o oo oo oo
O o or L, Pr oo o

P o o~ |

0 1

()

o
o
AR
=

then using the lemma (1.1.2). The equation (2.1.17) reduce to the form
U, = AIUE +CU,

Now, let U =TV , then the system of equation (2.1.17) reduces to
(TV), = A(TV),. +C(TV). (2.1.18)
Since T doesn’tdepend on x,y,z and t, then equation (2.1.18) implies that
V,=(TAT )vgy* +(TCT)V, (2.1.19)
then using the Lemma 1.1.2. The equation (2.1.19) reduce to the form
V,=(TAT )vg* +(TPCTIV,  V(,0)=H(S). (2.1.20)

Suchthat A, =A+B+D,i.e,
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1
|
1
I
1
1

\' 0 V,

Vv, 0 Ve +V, +V,
V, 0 Vs =V, +Vyo
Vv, Vs =V +2V, +V,, 0

\'A _ -V, . 0

Ve Vs =V +Vg + 2V, + 2V, 0 ’
Vv, \'A 0

\'A Vs =V, +Vj, 0

\'A Vio 0

Vol Vs =V, +Vj, 1L 0 |

with the initial data V (£*,0)=T U (£",0), i.e.,
vV=[ff.,0-9,+f,+f.-0,-f,+0,-9,+f,.f,.0T. (2.1.21)

Next, the first component yields, we find that

M _
ot
So, by integrating equation (2.1.22), we get that

V,=9("). (2.122)

X+y+2z+t

[ g 1 oy v
Vl—gg(é“ )d¢g —ijmg(g“ )dg”. (2.1.23)
Since V,(x,y,z,0)=u(x,y,z,0)=f (x,y,z), equation (2.1.23) implies that
t X+y+2z+t
Vllp=U(X,y,z,t)=fg(§*)d§*=% j g(¢Mde . (2.1.24)
0 X+y+2z-t

3 Well-posedness of N.G-KdV class (3+1) equation

This section is devoted to the proof of the well-posedness of N.G-KdV class
(3+1) equation (1.1.1), under characteristic data, by using the method of
characteristics. For this purpose, we first establish an integral formula for the
solution of this equation.
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3.1 Integral formula of the solution

It has been proved in subsection (1.1), that the equation (1.1.1) of N.G-KdV
class equation can be reduced to the semi-linear system of first order partial

differential equations.
Ut+A&U;*+Cz4x24:O’ U(é'*,O)=H(§*),
and it has been shown that the latter reduces to the normal form

Vi+MV.. +C =0, V(¢,0)=w(S),

where M =diag (4, 4,,...,4,) and C isdefined in (2.1.5).
Thus the ith component is

Vi AV, =C, Vi 0)=w' () (i=12.), (3.11)

Such that C =—C . Along the characteristics, equations (3.1.1) are ordinary
differential equations, since the differentiation is now in one direction only. This is

the root of establishing the integral formula.

Definition 3.1.1 (Domain of determinacy) Consider the linear or semi-linear

system U, + AU - +C =0. The domain of determinacy for this system is defined

as the set of all points p(<™,t)which can be connected to the initial interval by

characteristic trajectories.

Now, if p(<7,t) is any point in the domain of determinacy of the system
(3.1.1), then integrating along the characteristic pqg; , we have

Vi(p)=V'(@)+[C'(vdn, (3.12)

Gi
where q are those points the initial interval, connected to p by the i-th

characteristic for all i =1,2,..., then equation (3.1.2) converted to



K.A. Moustafa and H.A.F. Mahmoud 125

Vi (p) =y (@) + [€'(v)an, (3.0.3)

Gi

This is the integral formula of the underlying system.

3.1.2 Uniqueness
To prove the uniqueness of the solution of the system
U +AU,. +Cyyp =0, U(<",0)=H (<),
where A and C, ,are given by equation (1.1.13), it is important to note that it
can be rewritten in the form
Ut+A1U¢* +E,,,.U =0, U ,0)=H(), (3.1.4)
since by the expression of C,, ,,, it can be shown that C,, ,, =E,, ,U , where

U s given by equation (1.1.11) and

[0 -1 0 0 0 00000000 0 0 0 000000 0 0
0 0 0 -1 0 00000000 0 0 0000000 00
0 0 0 0 -1 00000000 0 0 0000000 00
0 0 0 0 0 00000000 0 0 0 -100000 00
0 0 0 0 0 00000000 0 0 0 00000-100
0 0 0 0 0 00000000 0 0 0 000000 -10
0 0 0 0 0 00000000 0 0 0000000 00
0 0 0 0 0 00000000 0 0 0 000000 00
0 0 0 0 0 00000000 0 0 0000000 00
0 0 0 0 0 00000000 0 0 0 000000 00
0 0 0 0 0 00000000 0 0 0000000 00
0(a4ﬂ+a5h+(as+aﬂ)5+%ﬁ) (@l +asf) (agr+ass) (aS+asr+ayr) 00000000 M (o, + (@, + ag)u) % 000000 00
By = oy oy Oy oy ty Oy 0y
0 0 0 0 0 00000 0-10 0 0 0 000000 00
0 0 0 0 0 00000 -100 0 0 0 000000 00
0 0 0 0 0 0000 -1000 0 0 0 000000 00
0 0 0 0 0 000-10000 0 0 0 000000 00
0 0 0 0 0 00000000+ 0 0 0 000000 00
0 0 0 0 0 00000000 0 0 0000000 00
0 0 0 0 0 00000000 0 0 0 000000 00
0 0 0 0 0 00000000 0 0 0 000000 00
0 0 0 0 0 00000000 0 0 0000000 00
0 0 0 0 0 00000000 -1 0 0000000 00
0 0 0 0 0 00000000 0 -1 0000000 00
10 0 0 0 0 00000000 0 0 -1 000000 00
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Lemma 3.1.3[2] If W (&£7,t) is a solution of the linear system

Wt + AiW.f* + E24><24W = Ol W (6* ' 0) = Oa (315)

where A, isasymmetric matrix, then W =0.

Using the result of Lemma 3.1.3, then the uniqueness of the solution of the original

system 3.1.4 can be proved.

Theorem 3.1.4 If U is a solution of the semi-linear system (3.1.4), then U is
unique.
Proof. The semi-linear system (3.1.4) can be reduced, by nonsingular linear

transformation to the normal form:

Vi + MV, +C(V)=0, V(E,0)=w (), (3.1.6)

where U =KV , M =diag(4,4,,...4,), C=Y"E,, Y and A for every

i=12,...,24 are the eigenvalues of the matrix A,. Hence, to prove the uniqueness

of the system (3.1.4) it suffices, without loss of generality, to prove that the
solution of equation (3.1.6) is unique.

Let V, and V, be two solutions of equation (3.1.6) and W =V, -V, then
W satisfies
W, +MW_. +C(V)-C(V,) =0, W(",0)=0
Using the mean-value theorem, we have
C(V)) —C(V,) = k(V;, Vo)V, =V,) = K(V, V)W
Then equation (3.1.7) reduce to
W, +MW§* +k(V,V, )W =0, W (&£7,0) =0, (3.1.7)
then the previous equation (3.1.7) with A, diagonal and k doesn’t depend on W .
Now since W (&",0) =0then by using lemma (3.1.3) W (£*,t)=0,i.e, V,=V,.

Consequently the solution of the equation (3.1.4) is unique. O
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Example 3.1.5 Consider the initial value problem
Uy T Uy TUU H UL+ U + Uy _uyy —-u, = 0’ (318)
u(x,y,z,0)=f(xy,2),  u(xy,z,00=9(xY,2)
u, (%, y,2,0)=H(x,Y,2), Uy (X, Y,2,0) = 0(X, Y, 2)
Uy (X, ¥, 2,0) = Q(X, Y, 2), (3.1.9)

It is clear that the equation (3.1.8) belongs to the N.G-KdV class (3+1) equation
(1.1). To prove that the solution of this problem is unique, we reduce the problem
into a system of first order partial differential equations. Thus let

F(u,p,q,r,s,7,0, 1,0,7,n,M,N,1,h, L k,E,O,x,& B)=0,

(3.1.10)
p:ut’ q:ux’ r-:utt’ s:uxt’ T:uxx’ w:uxxxxt’ :u:uxxxtt’
OU=Ugur 7 =Uprer 7= U M = U » N = Uyt » I = Uy s h= Upex o (3-1-11)
L:uttt’ kzuw, Ezuyt’ O=UZZ, 7T =Uy, §=uttx' ﬂzutxx’
then by using equation (3.1.11) into equation (3.1.8)
E+LA+u)+ps+y+n—-k—-0=0. (3.1.12)

Differentiating equation (3.1.10) with respect to t and using equation (3.1.11), we
get

oF OoF oF oF oF oF oF oF oF oF
—=—U+—pP+—0Q +—h+—S, +— 7T, +— o, +— i, +
ot ou ' ep' ' eq "t o' os ' ar ' o

0] ou ov
oF +E +£ t+ENt+ﬁlt+iL[+ikt+ﬁEt
oy op T TaM TN Al L v ok

oE
+2—20t+2—iﬂt+z—|;§t+g—;ﬂt,
then equation (3.1.10) reduce to the form
&+ pu + B.(L+u)+ps, +psS+y +n —k -0, =0, (3.1.13)
But
p=u, s$=q, p=r, pf=1, &=N, p=r 5=

(3.1.14)
=1, k= Ey’ O =7, =4, =0, 7=r, E=r1
Combining equation (3.1.13) and (3.1.14) then, we get
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N+pp+I1Q+u)+ps+rs+n, +n-E -7, =0, (3.1.15)
with the initial data

ulx,y,2,0)=f(xy,2)  p(xy,2,0)=9(xY,2)

qx,y,z,0)=f(x,y,z) r(x,y,z,00=H(x,Y,2)

s(x,y,2,0)=0,(x,y,2) 7(X,y,2,0)=f (X, y,2)

L(x,y,2,0)=p(x,y,2) &(x,¥,2,0)=H,(X,y,2)
B(x,y,2,0)=0,(x,y,2) M(x,y,z,0)=Q(X,Y,2)

N(x,y,2,0)=g,(x,y,2) 1(X,y,2,0)=H,(X,y,2)

r(x,y,2,0)=Q(x,y,2)  k(x,¥,2,0) =, (x,y,2)

E(x,y,2,00=9,(x,y,2) O(x,y,2,0)=f,(x,y,2)

7(X,¥,2,00=9,(X,¥,2)  h(XY,2,0)=0,,(X Y, 2)
n(x,y,2,0)=G =[f,9, f,,h,9,, o, 2.0, 0, 0o 2.2, 0 Q100 1,0,

The system (3.1.14) and (3.1.15) can be written in the matrix form

U,+AU, +BU +DU, +CU =0, (3.1.16)
then by using the Lemma 1.1.2. The equation (3.1.16) reduce to the form
U, +AU,. +CU =0, U(&E,0)=H (&), (3.1.17)

where
UT =[u1 plqiris!z—!w“L‘!Uf}/!n!MlN;I1h1L|k1Evo17I1§|ﬂ]!
then

(CU)' =[-p,-r,—s,-L,—-&,-£,0,0,0,0,N + Bp+ 1 (1+u) + pE+rs,-7,

(3.1.18)
_7,—1),0,—M ,0,0,0,0,_Ny_l]

where A, =A+B+D,
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The eigenvalues of A, given by det(A,—A1)=0, thus

4 =1[0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1], (3.1.19)
the eigenvectors correspond these eigenvalues (3.1.19) are the solution of
AX =X ,then T and T can be easily obtained and yields

T AT =diag(0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1) .

Now, applying the nonsingular transformationU =TV , to the system of equation

(3.1.10) this leads to the characteristic form, i.e.,
V, +GV.. +C=0, V(&E5,0)=¢(&), (3.1.20)
where G =diag(0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1) and

C=[-p,-r,-s,-L,—&,-B,1,—1,1,-1,J +1,-17,—y,—-0,0,-M,0,0,0,0,—N ,—17".
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Hence to prove the uniqueness of the system (3.1.14) and (3.1.15) it is

sufficient to prove the uniqueness of (3.1.20). Thus, let V, and V, be two

solutions of equation (3.1.20).
Let W =V, -V,. Then W satisfies the initial value problem

W, +GW.. +C(V,)-C(V,)=0, W(&",0)=0. (3.1.21)

By using the differentiation of C from equation (3.1.18) with the relations
J+I=N+gp+1(QL+u)+pE+rs+1
ﬂlpl_ﬂz P, = (ﬂl_ﬁZ)pl—'_(pl_ pz)ﬂz :/Bp1+ pﬂz'
and
p1§1 - pzé:z = (p1_ p2)§1 +(§1 _52) P, = p§1+§p2’
S — S, = (r1_r2)31 +(51 _sz)rz =TS +30,,
U, — 1,u, = (1, = 1)u + (U —up) 1, = 1w, +ul,,
where p, =u,,p, =U,,p =W, ...etc, . Then
C(V 1)_C(V2):
[-p,—r,—s,-L,=&, -6, 1,-1,1,=1,N + gp, + pp, + lu, +ul, + p& +rs, +sr, + 21,
-n,-7,-0,0,—M,0,0,0,0,—N,-1].
Hence C({,)-CV,)=MW ,where
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M =

W (&7,0) =0.

=0,

W +GW.. + K(V,,V,)W

In the case of this system is linear in W and the matrix M is symmetric and

W (£,0)

0, then the hypotheses of lemma (3.1.3) has at most one solution.

Consequently, the equation (3.1.8) has at most one solution also.

4 Existence

The existence theory for hyperbolic system of quasi-linear partial differential

equations

H(xy,2)

has been studied in one dimension by many [3], [4], [5], for the analytic problem,

U(x,y,z0)

U, +AU,+BU, +DU,+C =0,
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now we introduce this initial value problem in (3+1) dimensions, i.e., when
A, B, Dand C are analytic in x, y, z, tand H is analytic in x,y and z,
then the solution exists and depends continuously on data in the small (i.e., for
suitably narrow neighborhood of x,y,z=0and t=0) by the Caushy-
Kowalewsky theorem [2]. This result was extended by Lax [6] who was able to
show firstly that for analytic data the solution exists not only in the small but it can
be continued analytically until it reaches the boundary of the domain of analyticity.
Secondly, by approximating a non- analytic problem by a sequence of analytic
problems and using the above results, the solution of a non-analytic initial value
problem which is now a generalized solution is shown to get Lax proved that if all
the matrices A, B, D, Cand T (where T is the matrix of eigenvectors of A)
have continuous first derivatives and the first derivative of H (x,y,z)is almost
everywhere continuous at all regular points of the system, i.e., points that don’t lie
on characteristics through points of discontinuity of the initial data.

Now we will study the existence theory for hyperbolic system of semi-

linear of equation (3.1.4) which has the normal form

V +MV,. +C=0 V(E,0)=p (&), (4.1)

where M =diag (4, 4,,...4,), and & =& (x,Y,12).

Now, we introduce the next lemma and then prove the existence for equation (4.1).

Lemma 4.2 The system of differential equations (4.1) can be replaced equivalently
by a system of nonlinear integral equations.

0
o0&

can be regarded as differentiation along the characteristic C, . Thus, by similar

Proof. Let M, =§+/1k in the k-th component of equation (4.1) then M,

arguments as were used to derive the integral formula (4.1), the system of equation

(3.1.3) corresponds to the nonlinear integral equations.

V=LV (4.2)
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po
LV*(p,7) =y (&) + [CH(& \m, ), (4.3)
0
This proves the lemma. m

Now, we define the region in which the existence proof is valid. Let H be a

closed domain in x,y,z and t space in which all the characteristics C, followed
from a point p in H backwards in t meet a given section J of the initial data

line t =0 inthe points p, , as in the following figure

P P,

Let S be the set of all functions V with domain H having continuous

derivatives and equal to w(x,y,z) on t=0. Finally, we define the norm of
elements of S to be the largest value of the functions attained in the closed

domain H . However, if we choose ||1,u(§*) =N~ and restrict admissible

functions by choosing |V |<2N* then there exists a common upper bound />0
such that [7]:

||(f\,k||<£, H(f;H<£ and |C¥

</, (4.4)
where C[ is a functional gradient of C* with respect to V . Note that
le* =C¥ =0 for the equation (3.1.4).

Now, we introduce the following theorem:
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Theorem 4.3 Let w (&), C have continuous first derivatives, then the system
V +MV.. +C=0 V(& ,0)=w (&), (4.5)

possesses a solution which has the same differentiability as y(&").
Proof. If we choose « sufficiently small, then equation (4.3) implies that

V| <w @)+ ta=N"+ar<2N".
The system of equation (4.3) lends itself immediately to a process of solution by
iteration and for a suitably narrow strip H  the desired fixed element will be
constructed as the uniform limit, as derivatives with respect to &, since the

t —derivatives follows from the known directional derivatives.
Now, the existence and continuity of V in the characteristic direction follows

directly system of equation (4.3) and from the continuity of the solution obtained.

, first of all,

that the assumed continuous differentiability of w(&") and C implies that all the
approximations constructed in proving the existence of a solution, have continuous

derivative with respect to & . Differentiating the (n +1) th approximation,

Vou& ) = (& 0,7,8)+ [C (LN, Xn

By differentiate with respect to &. Thus

oV,
o

w(rf(Ore)) j(ac oV, o0& ac ag}

N oF oz OF oc
88 1 =~ ~ *

_u' % 4.6

wag*—k!(c\,vé*—l-C{)fgdﬂ. (4.6)

Similar to the assumption for the system of equation (4.3) we can prove the

uniform convergence of the sequence (Z\gfj{é*instead ofe}, n=12,.., by

using the same method which we used to prove the convergence of (V). This
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gives us lim avﬂ :2—\;*, which suffices to prove the existence of the solution of

n—m ag

the characteristic system (4.4) locally. We must be sure that the solution exists
globally._i.e., in a larger region, we use the line t =« as new initial line and solve
the problem by the same procedures, as above, in the strip a <t <2« . We continue
stepwise in this way which implies the existence of the solution in an arbitrary
large t so long as the assumption of the continuity and bounded remains satisfied

the existence of the original system

U +AU, +C=0 U(&",0)=G(&). 0

Theorem 4.4 Let U(x,y,z,t)and W (x,y,z,t) be two solutions of equation
(4.1), such that U (x,y,z,0)=w(x,y,z)and|p—y|<5. Then W -U|<eand
e —>0as 0 —0 (continuous dependence of the solution on the initial data).
Proof. Let
(%Y, 2)-w(X,y,2) = a(X,y,2),
where |la(x,y,z)| <5, and
Ui,y,z,t)-W (x,y,z,t)=Q(x,y,z,t).

Then, as in Theorem 4.3, and Q satisfies the integral equation

Q(x,y,z,t)=5(x,y,2)+ | C, (. y,2,7,V)(U -W)dn

=35(x,y,2)+|C, (x,y,2n,V)Q(x, y,z,n)d7,

Oy O Gy

where V is intermediate value.

Let max

X,Y,z,teS

Q(x,y,z,t)|:g, then by estimates analogous to that used in the
existence proof
e<s+erl, (|C|<0), (4.7)

replacing Q in integral equation (4.6) by the right hand side of equation (4.7) and
repeating, we obtain
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2.2

g<§(1+£r)+g£21 .

Repeating this operation n times we have

2.2 n-1_n-1 n_n
<0 1+€r+£r +...+€ ‘ +g€r
2 (n-1) n

Now, asn — o, we get £<ode”. Thus if t is bounded, then & —0 implies

& — 0, which proves the theorem. O

5 Conclusion

In this article, the well-posedness of N.G KdV class (3+1) equation was
investigated. For this investigation it was convenient to reduce N.G KdV class
(3+1) equation to a system of first order partial differential equations. It is found

that if o, #0and the data are non characteristic, then N.G KdV class (3+1)

equation reduced to a semi-linear system of first order partial differential equations
on its characteristics. The proof of this fact was carried out for the case where all
the characteristics are real and this proof can be done if some of these
characteristics are complex by reducing the system to two systems of real
characteristics and the reduction to systems of ordinary differential equations is

clearly obtained again.
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