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Abstract 

Waterfront slopes are affected by water-level fluctuations originating from as well natural 

sources (e.g. tides and wind waves), as non-natural sources such as watercourse 

regulation involving daily or hourly recurring water-level fluctuations. Potentially instable 

slopes in populated areas means risks for as well property as human lives. In this study, 

three different approaches used for hydro-mechanical coupling in FEM-modelling of 

slope stability, have been evaluated. A fictive slope consisting of a till-like soil material 

has been modeled to be exposed to a series of water-level fluctuation cycles (WLFC’s). 

Modelling based on assuming fully saturated conditions, and with computations of flow 

and deformations separately run, has been put against two approaches being more 

sophisticated, with unsaturated-soil behavior considered and with computations of 

pore-pressures and deformations simultaneously run. Development of stability, vertical 

displacements, pore pressures, flow, and model-parameter influence, has been 

investigated for an increased number of WLFC’s. It was found that more advanced 

approaches did allow for capturing larger variations of flow and pore pressures. Classical 

modelling resulted in smaller vertical displacements, and smoother development of 

pore-pressure and flow. Flow patterns, changes of soil density (linked to volume changes 

governed by suction fluctuations), and changes of hydraulic conductivity, are all factors 

governing as well water-transport (e.g. efficiency of dissipation of excess pore pressures) 

as soil-material transport (i.e. susceptibility to internal erosion to be initiated and/or 

continued). Therefore, the results shown underline potential strengths of sophisticated 

modelling. Parameter influence was shown to change during water-level cycling. 
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1  Introduction 

When it comes to recurring water-level fluctuations in watercourses and reservoirs, 

effects of hydrological changes on slope stability are often overlooked. There is a 

predominance of studies focused on bioenvironmental issues[1].The activity of 

watercourse regulation for water storage, enabling irrigation, freshwater provision, and 

hydropower production, often means occurrence of water-level fluctuations (e.g. [2–4]). 

The growing use of non-regulated energy sources (e.g. wind and solar) [5, 2, 6, 

7]—bringing significant emphasis put on wind-power development and 

exploitation—entails a need of energy balancing by water storage in reservoirs. 

According to [8], this will necessarily require that flow magnitudes and water level 

heights, to a greater extent than until present, will vary in the future. It is highly expected 

to get increased variations of the reservoir water levels; hour to hour, day to day and/or 

seasonally[9,2, 4]. 

The process of rapid draw down is described and investigated by many authors e.g. 

[10–13]. Also water-level rise might cause problems. In studies concerning the Three 

Gorges Dam site (e.g. [14]), slope stability reductions registered during periods of 

water-level rise, have been reported. Rise of water levels has been shown to cause stress 

redistributions due to external loading, wetting induced loss of negative pore pressures, 

and seepage effects. Subsequently, these changes have been shown to potentially cause 

loss of shear strength, soil structure collapse, and development of settlements and/or slope 

failure[15]. It has been emphasized that a delayed change of pore water pressure inside a 

slope—relative to the external water level—may result in significant movements of water 

within the slope; creating seepage forces being adversely affecting the stability[15].  

Despite well-known limitations of limit-equilibrium methods (LEM) (e.g.[11, 16]), these 

are well established and widely used. For capturing important relations between pore 

pressure, soil strength, and soil-deformation development, the use of finite-element 

methods (FEM) have been more and more spread. Long-term perspectives are important 

for consideration of altering hydraulic gradients, stress-strain changes, and development 

of influenced waterfront zones. Still, reliable relationships between soil deformation, 

pore-pressure development, and unsteady water-flow conditions are often deliberately 

overlooked or incidentally missed[1]. Though, improved accessibility of high computer 

capacity allows for more and more advanced analyses to be performed. In addition, 

optimized designs and constructions are increasingly demanded and less conservative 

design approaches are therefore often desired. This is not at least linked to economic and 

environmental aspects. One non-conservative view in slope-stability analysis regards 

consideration of negative pore pressures in unsaturated soils. Taking into account 

negative pore pressures is generally associated with counting on extra contributions to the 

shear strength of the soil, resulting in extra slope stability. The well-known and widely 

used Terzaghi´s equation of effective-stress ( σ' = σ – u )is simply based upon the 

difference between the total stress, σ and the pore pressure, u. The equation implies that 

there are only two possible soil conditions; (1) presence of pore pressure coming from 

fully water filled pores, and (2) no pore pressure. The validity of this expression is widely 

accepted in saturated soil mechanics, but has since a long time been found to not be 

applicable for partly saturated conditions, e.g. [17]. The possibility to control the 

mechanical response of unsaturated soils by considering two stress-state variables—(1) 

net stress, i.e. the difference between the total stress and the pore-air pressure, and (2) 

suction, i.e. the difference between the pore-air pressure and the pore-water 
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pressure—was firstly demonstrated by [18]. Though, the earliest effective-stress equation 

for consideration of a varying degree of saturation and suction was presented by Bishop in 

the end of the 1950th. For description of the amount of water being present in unsaturated 

soils, soil-water characteristic curves (SWCC) are important. The degree of saturation, Sr 

(among other alternatively use quantities) appears to most closely control the behavior of 

unsaturated soil [19]. For proper consideration of the behavior of unsaturated soils, fully 

coupled hydro-mechanical computations are needed (e.g. [20–22]). 

Among studies with hydro-mechanical approaches applied, many are addressing 

sediment-loading problems; sources, changed river shapes caused by sedimentation 

etc.(e.g. [23–25]). Consequently, the slope-stability part is ofteneither absent or 

considered by using LEM-approaches (e.g. [26–28]). There are a few studies addressing 

effects of large-scale reservoir water-level fluctuations on slope stability; e.g. [29] where 

saturated-unsaturated seepage analysis was combined with LEM-stability analysis, and 

[30] where evaluation of the approach of analyzing stability using critical slip fields. The 

complexity of how factors such as drawdown rate, permeability, and slope height actually 

do influence the stability of a slope subjected to drawdown, was discussed in [20]. 

In [31] it was emphasized the misconception concerning that analysis approaches 

considering principles of unsaturated soil mechanics are always less conservative than are 

classical ones. It was stated that the overall subject is at its early stage, that there are 

numerous areas in which practical application of the principles of unsaturated soil 

mechanics are central, and that as well experimental as theoretical advances are expected. 

The present study is aimed to evaluate results from three approaches of hydro-mechanical 

coupling in FEM-modelling of slope stability; (1) semi-coupled modelling, (2) fully 

coupled modelling, and (3) fully coupled modelling, but with negative pore pressures 

neglected in stability computations. In (1) flow computations were run prior to those of 

deformations, and Terzaghi’s effective-stress definition was used. In (2) pore-pressure 

development and deformations were simultaneously computed, utilizing Bishop’s 

effective-stress definition, considering also the behavior of unsaturated soils. Approach (3) 

is similar to (2), but with suction effects in stability computation neglected. A fictive 

waterfront bank slope consisting of a well-graded postglacial till, typical for Swedish 

conditions, was modeled to be subjected to a series of water-level-fluctuation cycles 

(WLFC’s). Development of stability (in terms of factors of safety, FOS), vertical 

displacements, pore pressures, flow, and model-parameter influence, was investigated for 

an increased number of WLFC’s. The modelling was performed by use of the software 

PLAXIS 2D 2012 [32], allowing for consideration of transient flow and performance of 

coupled hydro-mechanical computations. Moreover, parameter-influence analysis was 

performed with respect to FOS’s calculated using the strength reduction technique; i.e. 

the parameter-influence development with an increased number of WLFC’s was 

investigated. 
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2  Methodology 

2.1 Model Design and Preparations 

2.1.1 Geometry, materials, and definition of changes 

The model geometry was defined aimed to represent one half of a watercourse cross 

section. The slope height was set to 30 m, and the slope inclination to 1:2 (26.6°) (Error! 

Reference source not found.); both measures considered to be representative for a 

watercourse slope consisting of a well-graded till, typical for Swedish conditions 

(properties presented in Table 1). 15-noded triangular elements were used.  

The vertical model boundaries were set to be horizontally fixed and free to move 

vertically, whereas the bottom boundary was completely fixed. The left vertical boundary 

was assumed to have properties of a symmetry line, and the model bottom to represent a 

material being dense and stiff relative to the soil above. Therefore, as well the left vertical 

hydraulic boundary as the horizontal bottom, were defined as closed (impermeable). The 

right vertical boundary was defined to be assigned pore pressures by the head, simulating 

allowed in/out flow. Data-collection points were placed where interesting changes would 

be expected; at the crest, down along the slope surface, and along a vertical line below the 

crest. 

The initial water-level position was set to +22.0 m (with the level of the watercourse 

bottom at ± 0 m), the level-change magnitude to 5.0 m (linearly lowered and raised), and 

the rate to 1.0 m/day. In [33] situations with daily magnitudes of water-level variations in 

pumped-storage hydropower (PSH) in the order of 10 m were discussed, and in [20] a rate 

of 1 m/day was used in rapid drawdown analysis. Since this study is comparative, the rate 

used was chosen in order to create a stability reduction at drawdown, avoid failure, and 

still be within a relevant and representative range. The water-level changes were run 

continuously; i.e. without allowing pore pressures to even out. 

 

 
Figure 1: Model geometry. Dimensions, initial water level (WLinitial), and the 

pre-defined data-collection points—one at the crest (A) and one at the level +22 m 

(B)—are shown in the figure. 
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Table 1: Model input data used. 

    Unit Value Comments 

General 
    

Drainage type - - Draine

d 
 

Unsaturated weight 𝛾𝑢𝑛𝑠𝑎𝑡 kN/m
3 

19.00 Typical value  

Saturated weight 𝛾𝑠𝑎𝑡 kN/m
3 

21.00 Typical value 

Soil description 
    

Young´s modulus 𝐸 kN/m
2 

40 000 2) 

Poisson´s ratio 𝜈 - 0.30 2) 

Cohesion 𝑐 kN/m
2 

8 Low, non-zero 

Friction angle 𝜙 ° 36 Typical value 

Dilatancy angle 𝜓 ° 3 Meeting the recommendation 𝜓 ≤ 𝜙 −
30 Hydraulic 

description 
    

Model 
   

van Genuchten 

Data set - - - Defined in order to be representative 1) 

Permeability, x 𝑘𝑥 m/da

y 
0.05 Found to be representative (e.g. [34]) 

 Permeability, y 𝑘𝑦 m/da

y 
0.05 Found to be representative (e.g. [34]) 

 Saturated degr. of 

sat. 
𝑆𝑠𝑎𝑡 - 1.0  

Residual degr. of sat. 𝑆𝑟𝑒𝑠 - 0.026 1) 

𝑔𝑛 - - 1.169 Parameter linked to water extraction 1) 

𝑔𝑎 - - 2.490 Parameter linked to air entry 1) 

𝑔𝑙 - - 0 Parameter linked to pore connectivity 1) 
1)The data set was manually defined by using the parameters listed. The values of the 

parameters𝑺𝒔𝒂𝒕, 𝑺𝒓𝒆𝒔, 𝒈𝒏, 𝒈𝒂, and 𝒈𝒍 were chosen based on examples in [22], 

comments in [35], and the pre-defined data set Hypres available in PLAXIS 2D 2012 

[36]. 
2)Within ranges presented in [37]; Young´s modulus for a loose glacial till (10-150 MPa), 

and for a medium/compact sand (30-50 MPa), atν=0,30-0,35. 

NOTE: Since the result evaluation is comparative, the values of the parameters chosen are 

not critical. 

 

2.2 Modelling Strategy 

2.2.1 Approaches evaluated 

Approach 1 (A1): The computations were performed using Terzaghi's definition of stress, 

i.e. [σ = σ′ + u], where σ is the normal stress, σ′ is the effective normal stress, and u 

is the pore pressure consisting of steady-state pore pressure (from the phreatic level or 

groundwater flow computations) and excess pore pressure (coming from undrained 

behavior or consolidation; i.e. temporal pore-pressure changes governed by the WLF’s 

and captured by consideration of transient water flow). In this semi-coupled approach, 

flow computations were run prior to the deformation computations. Pore pressures from 

the flow computations were, for each time step, used in the deformation computation for 

the corresponding time step. The consolidation computations were based on excess pore 

pressures. 
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Approach 2 (A2): For the fully coupled approach Bishop’s effective-stress equation was 

used.  The consolidation computations were based on the Biot’s theory of consolidation 

[38]; i.e. using total pore pressures with no distinction made between steady state and 

excess pore pressures. 

Approach 3 (A3): Computations run like in A2, but with stability computations run 

without consideration of negative pore pressures. 

 

2.2.2 Behavior of unsaturated soil 

For the fully coupled approaches (A2 and A3), Bishop’s effective-stress equation was 

used, allowing for capturing the unsaturated soil behavior:  

σ′ =  σ −  ua +  χ(ua − uw) (1) 

where ua  is the pore-air pressure, uw  the pore-water pressure, and χ   the 

experimentally determined matric-suction coefficient being related to the degree of 

saturation, Sr. The experimental evidences of χ are sparse [22], and the role of the 

parameter has been generally questioned [19]. In PLAXIS 2D 2012 the matric-suction 

coefficient is substituted with the effective degree of saturation, Se, defined as: 

Se = (Sr − Sr,min)/(Sr,max − Sr,min ) (2) 

whereSr is the degree of saturation and the indices max and min denote maximum and 

minimum values. Moreover, in this study the air-pore pressure is assumed to be negligibly 

low, whereupon the effective stress is simply expressed as: 

σ′ =  σ −  Seuw (3) 

The effective degree of saturation is used also for definition of actual soil unit weight, γ: 

γ = (1 − Se)γunsat + Seγsat (4) 

where the indices denote unsaturated and saturated conditions. 

 

2.2.3 Models used 

The constitutive behavior of the soil was described by Mohr-Coulomb’s elastic-perfectly 

plastic model. This model was chosen for three reasons; (1) it is well-established and 

widely used by engineers, (2) as soon as the stability analysis is started (performed using 

the strength reduction technique), any model defined with the same strength parameters 

would behave like the Mohr-Coulomb model (i.e. stress dependent stiffness is excluded), 

(3) the study is comparative whereupon differences between the modelling approaches 

evaluated are focused rather than the accuracy of the soil description. For other 

permissions/claims, models like e.g. the Hardening soil model [32] (allowing for 

description of more realistic elastic-plastic behaviors), or the Basic Barcelona Model [39] 

(specifically developed for description of the stress-strain behavior in unsaturated soils), 

could have been used. The soil was defined by the variables listed in Table 1. The elastic 

behavior is described by the parameters Young´s modulus, E and Poisson´s ratio, ν. The 

full three-dimensional yield criterion consists of six yield functions; two functions in each 

plane of stress pairs. Each yield function depends on one stress pair (one combination of 
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the principal effective stresses), the friction angle, ϕ′ and the cohesion, c′. These are 

defining the ultimate state up to which the strains are elastic; for stress conditions 

entailing that the yield function is reached, the strain response becomes perfectly plastic. 

For these conditions the strain magnitudes are determined using flow rules based on 

plastic potential functions. These are—similar to the yield functions—depending on the 

stress state, but are consisting of three plastic parameters; in addition to the friction angle, 

ϕ and the cohesion, c, also the dilatancy angle, ψ. This parameter is used for description 

of additional resistance against shearing, originating from dilatant behavior. 

For description of hydraulic behavior in the soil, van Genuchten’s model [40] was used. 

The important role of the hydraulic model is to properly define the degree of saturation, 

Sr as a function of suction pore-pressure head, hp. This relation, often presented in 

soil-water characteristic curves (SWCC), is expressed:  

 

Sr(hp) = Sres + (Ssat − Sres)[1 + (ga|hp|)
gn

]

1−gn
gn  (5) 

 

where Sres is the residual degree of saturation, Ssat is the saturated degree of saturation, 

ga is an empirical parameter describing air entry, and gn is an empirical parameter 

related to the water extraction from the soil. The relative permeability, krel(Sr) is 

expressed as: 

 

krel(Sr) = Se
gl [1 − (1 − Se

gn
gn−1)

gn−1

gn
]

2

 (6) 

 

wheregl is an empirical parameter. The relative permeability is in the flow computation 

reducing the permeability k according to (krel = k ksat⁄ ) where ksat is the saturated 

permeability. 

Factor of safety 

The strength reduction (or phi/c-reduction) technique is based on FOS’s defined as the 

ratio between the available shear strength and the shear stress at failure. In PLAXIS 2D 

2012 this is mathematically handled by expressing ratios of the strength parameters: 

 

ΣMsf =
c

creduced
=

tan ϕ

tan ϕreduced
 (7) 

 

where Msf is a controlling multiplier representing the safety factor; c  is the cohesion; 

ϕ is the friction angle; and the index reduced indicates values being successively 

decreased until failure occurs. For indication of global instability of soil slopes, the 

non-convergence of solutions is often used. This is indicated by the condition when a 

stress state at which the failure criterion and the global equilibrium can be simultaneously 

satisfied, is not found [10]. 

Parameter-sensitivity analysis 

The parameter influence was investigated with respect to changed FOS. For each 

parameter, a maximum and a minimum value were defined spanning a representative 

interval within which the reference value for each parameter (presented in Table 1) was 
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located. The theories used are based on the ratio of the percentage change of the result, 

and the percentage change of input (creating the output change); explained in e.g. [41]. 

The sensitivity ratio ηSR[42] is expressed as: 

 

ηSR = (
F(xU,L) − F(x)

F(x)
) (

xU,L − x

x
)⁄  (8) 

 

where the output values are functions, F of the input values, x for which no index 

represents the reference input values and the index U,L represents the changed ones; 

upper/lower. In order to increase the robustness [32] of the analysis, the sensitivity ratio 

was weighted by a normalized variability measure. This was done using a sensitivity 

score, ηSS, defined as the ratio of the range itself and the variable mean value [42]: 

 

ηSS = ηSR ∙ (
max x − min x

x
) (9) 

 

wheremax x and min x define the range limits, and x is the mean (reference) value. 

The total sensitivity was then calculated as: 

 

ηSS,total = (
ηSS

U + ηSS
L

∑ ηSS (all parameters)
) (10) 

 

where ηSS
U  and ηSS

L  are the sensitivity scores connected to the upper and lower 

parameter value, respectively, and ∑ ηSS is the sum the sensitivity scores of all parameter 

combinations. Five model parameters were considered in the analysis; the variation 

boundaries are presented in Table 2. For each parameter, one computation was run for 

each range boundary, keeping the other parameters fixed. This was giving the sensitivity 

ratios (eq. 8) and the sensitivity scores (eq. 9). The total scores (eq. 10) were then plotted. 
 

Table 2: Soil parameters used in the sensitivity analysis (Min and Max), and the reference 

values. 

E (MPa) v (-) ϕ (°) c (kPa) 𝜓 (°) 

Min Ref Max Min Ref Max Min Ref Max Min Ref Max Min Ref Max 

20 40 60 0.25 0.30 0.35 33 36 39 1 8 15 0 3 6 

 

2.3 Computations 

The computations were performed in PLAXIS 2D 2012 [32]. This FEM-code was used 

since it is well-established and providing what was needed. The bank was assumed to be 

infinite in the direction perpendicular to the model plane; i.e. 2D plain-strain conditions 

were assumed. A1 was performed in Classical calculation mode whereas A2 and A3 were 

run in Advanced mode. The initial stress situation was determined by a Gravity loading 

phase; providing initial stresses generated based on the volumetric weight of the soil (this 

since the non-horizontal upper model boundary means that the K0-procedure is not 

suitable). Then a plastic nil-step was run, solving existing out-of-balance forces and 
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restoring stress equilibrium. The WLFC’s were defined in separate calculation steps; one 

drawdown-rise cycle in each. Each WLFC was followed by a FOS-computation. In A3, 

each FOS-computation was preceded by a plastic nil-step; this to restore the stress 

equilibrium in order to omit consideration of negative pore pressures. Sensitivity analyses 

were carried out for the three approaches. 

 

 

3  Results and Comments 

3.1 Model Design and Preparations 

In Figure  the failure plots from A1 are shown; conditions at the initial stage (Init.), after 

one rapid drawdown (RDD), and after one WLFC (1). Fully developed failure surfaces 

were found for all WLFC’s in all of the approaches. 

 

   
Init. RDD 1 

Figure 2: Failure surfaces for the initial condition, after one rapid drawdown, and after 

one WLFC, for approach A1. 

 

The changed failure-surface geometry—moved upward at drawdown—shows the 

supporting effect of the external water level. Since the slope was stable also after the 

drawdown, the reference parameter values and geometry used was found to be suitable for 

further analysis. The FOS-development is presented in Figure Error! No text of specified 

style in document.. 

 

 
Figure Error! No text of specified style in document.: FOS-values for initial conditions 

(Init.), after one rapid drawdown (RDD), and after one WLFC (1) (picture to the left); and 

development by additional WLFC’s (picture to the right). 

 

For all approaches—with the initial conditions as references—the FOS-values were 

significantly decreasing due to the rapid drawdown (about 17% for A1, and 16% for A2 

and A3), slightly increasing due to the first WLFC (3% for A1 and 2% for A2 and A3), 

and ending up exhibiting further increased values after 10 WLFC’s (a total increase of 6 

% for A1, and 5% for A2 and A3). The results show that the stability growth continues 

during the entire period studied.  
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Lower FOS-values were obtained using the approach assuming saturated conditions 

below the water-level, dry conditions above, and taking into account neither pore-pressure 

changes due to deformations, nor suction (A1), than using fully coupled flow-deformation 

computations, considering also suction forces (A2). This is reasonably explained by the 

consideration taken to the contribution of suction forces to the stability. The lowest 

FOS-values were obtained in A3; i.e. fully coupled flow-deformation computations, but 

with the negative pore pressures not considered in the stability analysis. These 

FOS-values were found to be even lower than those obtained in A1; this although suction 

was neglected also in A1. 

 

3.2 Deformations, Pore Pressures and Flow 

In Error! Reference source not found., vertical deformations developed at the crest 

(point A, see Error! Reference source not found.) are presented.  The values were 

registered in the middle of each WLFC, i.e. at the end of each drawdown. 

 

 
Figure 4: Vertical deformations at the crest; readings from the end of each drawdown. The 

reference level before the first drawdown is 0 mm. 

 

The overall pattern is the same in all approaches; additional vertical deformations are 

developed with an increased number of drawdowns. The rate is decreasing although a 

definitive asymptotical pattern cannot be seen. Utilization of A1 seems to give less 

deformations developed compared to both A2 and A3. This was found to be true at all 

depths vertically below point A (see Error! Reference source not found.).   

The development of the active pore pressure, pactive (consisting of contributions from as 

well steady state as excess pore pressure) measured in A2, is shown in Error! Reference 

source not found.. The developments were registered in two different points; one located 

at the crest (point A in Error! Reference source not found.), and one at the initial 

groundwater level (point B in Error! Reference source not found.). 

 

 
Figure 5: Pore-pressure development from A2, registered in point B (picture to the left), 
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and in point A (picture to the right). 

 

For point B only peak-values are presented, registered at the end of each WLFC. The 

development in between was found to be smooth/non-fluctuating. The development of the 

peak values shows how the active pore pressure—at the end of each WLFC—slowly 

becomes more and more negative; an increase exhibiting a higher rate between 1 and 5 

WLFC’s than for further cycling, seeming to be asymptotically fading out. The increase 

of the negative pore pressure indicates that the groundwater table is dropping for each 

cycle. To the right, suction effects above the water level is clearly seen. Also in this plot 

there is a fading out pattern. 

In Error! Reference source not found. a typical picture of the flow region—the area 

where the external water level and the slope surface intersect—is shown. The external 

water level is back to the level +22, immediately after one WLFC has been run, whereas 

the groundwater table is lagging behind. 

 

 
Figure 6: A sample picture of the area where the external water level and the slope 

intersect, showing the hydraulic conditions prevailing immediately after the first WLFC 

run in A1. The external water level is located at +22 m whereas the groundwater table 

within the slope is lower. The flow directions are presented by arrows. 

 

In Error! Reference source not found., Error! Reference source not found. and Error! 

Reference source not found. flow conditions immediately after each WLFCare plotted. 

Since the readings were taken at the end of each cycle, the external water level and the 

groundwater table are almost coinciding, meaning small absolute magnitudes of the flow 

values registered. The flow condition for each stageis presented as the deviation from the 

average valueof the 10 cycles. Maximum total flow,|𝑞𝑚𝑎𝑥| and horizontal flow directed 

inwards (in to the slope), 𝑞𝑥,𝑟𝑖𝑔ℎ𝑡is presentedinError! Reference source not found., 

whereas maximum vertical flow (upward directed, 𝑞𝑦,𝑢𝑝 , and downward directed, 

𝑞𝑦,𝑑𝑜𝑤𝑛) is shown in Error! Reference source not found.. All of the maximum and 

minimum valuesare originating from the region being markedin Error! Reference source 

not found., except the 𝑞𝑥,,𝑟𝑖𝑔ℎ𝑡–values. The latter ones are registered just below the 

groundwater table, approximately 10 m right (inwards) from the slope surface. 
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Figure 7: Maximum total flow in the slope; average ~0.1 m/day (picture to the left), and 

rightward directed horizontal flow; average ~ 0.08 m/day (picture to the right). 

 

 
Figure 8: Maximum upward directed flow (picture to the left), and downward directed 

flow (picture to the right); both averages ~0.05 m/day. 

 

The flow magnitudes were found to change from one stage to another; i.e. by increased 

number of cycles. Larger flow changes were captured using the fully coupled 

flow-deformation computations (A2 and A3), compared to in A1. The difference is 

particularly pronounced for the rightward directed horizontal flow, 𝑞𝑥,𝑟𝑖𝑔ℎ𝑡  and the 

downward directed vertical flow, 𝑞𝑦,𝑑𝑜𝑤𝑛. Regarding |𝑞𝑚𝑎𝑥| and 𝑞𝑦,𝑑𝑜𝑤𝑛,the results 

from A2 and A3 are to a large extent coinciding. In Error! Reference source not found., 

development of vertical flow, 𝑞𝑦and horizontal flow, 𝑞𝑥—extracted from the same stress 

point in all approaches—are shown. The point is located approximately 1 m below the 

initial water level, 1 m to the right from the slope surface. 

 

 
Figure 9: Vertical flow (picture to the left), and horizontal flow (picture to the right); both 

averages ~0.05 m/day. 
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Again, larger flow deviations were captured in A2 and A3, compared to in A1. 

 

3.3 Parameter Influence 

The sensitivity analysis did provide parameter-influence values; total sensitivity (ηSS,total). 

In Error! Reference source not found. the total sensitivity values (on the y-axis) for 

each of the five parameters at initial state (Init.), after one rapid drawdown (RDD), and 

after one WLFC (1), are shown. 

 
(A1) (A2) (A3) 

   

Figure 10: The influence (in terms of sensitivity) of each parameter, with respect to safety 

(in terms of FOS). 

 

The stiffness parameters are influencing the stability significantly less than are the 

strength parameters. The cohesion, 𝑐 exhibits the highest influence in all approaches; 

followed by the influence of the friction angle, 𝜙 and the dilatancy angle, 𝜓. The 

influence of as well Poisson’s ratio, 𝜈 as of Young’s modulus, 𝐸 is slightly increasing 

during further cycling; though remaining below 3% and 2%, respectively. Therefore, the 

stiffness parameters are excluded from the presentation of further sensitivity development, 

presented in Error! Reference source not found.. 

 

(𝒄) (𝝓) (𝝍) 

   
Figure 11: Sensitivity development. The dotted lines are showing the initial values for 
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each modelling approach (A10,A20, and A30). 

It is clear that the sensitivity values are depending on the stage at which the safety is 

evaluated, i.e. on the numbers of WLFC’s run. For cohesion, c the qualitative trend is the 

same in all cases; maximum influence at drawdown and then declining with increased 

number of WLFC’s. In A1 the sensitivity of cohesion gets lower than the initial value 

after 5 WLFC’s; in A2 this occurs at 2 WLFC’s, and in A3 the initial value is not reached 

during the 10 cycles. For the friction angle, ϕ the pattern is opposite; minimum values at 

drawdown and then increasing. For this parameter, the initial values are exceeded in all 

approaches; in A1 and A2 at 3 WLFC’s, and in A3 at 6 WLFC’s. The total change 

(decrease) of the influence of cohesion (during 10 cycles) seems to be similar in all 

approaches, whereas the increase of the friction-angle influence in A2 seems to be fading 

out slower than in A1 and A3. When it comes to the dilatancy angle, ψ the patterns are 

more scattered. In all cases the sensitivity values are decreased after the first drawdown, 

whilst the further development is almost constant. Though, the absolute magnitudes (and 

the variations) of the dilatancy-angle influence are very small, and further conclusions are 

not reasonably drawn.  

 

 

4  Discussion 

Despite the fact that the absolute magnitudes of differences identified in this study were 

small—FOS-values, pore pressures, flows etc.—these do nonetheless demonstrate 

important dissimilarities concerning the ability to capture/simulate real soil-water 

interactions and changes. The results of FOS-development show that the stability growth 

continues during the entire period studied; though not smoothly. The stability increase is 

to assign to the fact that the groundwater table is dropping (remained at a lower level) for 

each WLFC; this was also confirmed by the pore-pressure developments discussed. 

Lower FOS-values were obtained using the classical approach, A1 than those obtained 

using approach A2. This could be reasonably explained by the consideration taken to the 

contribution of suction forces to the stability in A2. The fact that the lowest FOS’s were 

obtained by using A3, would suggests that this approach is most conservative in this study, 

in the sense of not overestimating the stability. This is unexpected since suction was not 

considered at all in A1, whereas suction was considered throughout the entire cycle in A3, 

until the FOS-computation was run. Anyhow, whether the unexpected result is connected 

to the nil-steps computed in A3 done in order to neglected suction, or to unrealistic 

computation of the soil weight above the water level, the FOS result of A3 is to be treated 

with caution.  

Use of A1 resulted in smaller vertical crest deformations compared to the other 

approaches. This suggests that the two-way interaction between pore pressure changes 

and deformation development in the fully coupled computations (A2 and A3), could 

capture conditions that bring larger deformations. This means a potential underestimation 

in A1. Moreover, the flow developments registered in A2 and A3 were significantly more 

fluctuating than those in A1; as well horizontally as vertically. The difference was seen to 

be particularly pronounced for the rightward directed horizontal flow, and the downward 

directed vertical flow. In agreement with what was stated in [31], also the outcomes from 

the present study show that there seems to be situations where computations taking into 

account unsaturated soil behavior, is not necessarily less conservative than are classical 
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ones.  

The parameter-sensitivity analysis results obtained using A1 seems to be quantitatively 

more comparable to those obtained using A3 than to those using A2. This suggests that 

consideration of suction at stability computation (only true in A2), does directly affect the 

parameter influence on the results. However, major differences were not found. Since the 

sensitivity was computed with respect to FOS determined by using the strength reduction 

technique, the low and insignificantly changing sensitivity values of the stiffness 

parameters were expected. The non-constant sensitivity values of the dilatancyangle, 

might indicate that the occurrences of plastic strains are somewhat different in the 

different stages. Though, the influence is significantly lower th an for friction angle and 

cohesion, and also less changing.  

It might be useful to consider parameter influence for evaluation of the accuracy needed 

for definition of model input data; as well absolute magnitudes, as the development 

patterns. Moreover, when making up modelling/design strategies, parameter changes (e.g. 

by time or by external changes taking place), could be valuably included. 

The results obtained in this study are reflecting effects occurred under the specified 

conditions of hydraulic conductivity, rate of water-level change, and slope geometry. 

Since these factors are unquestionably affect processes taking place within a watercourse 

slope, it would be reasonable to include variation also of such non-constitutive parameters 

in further studies.  

Since fully coupled flow-soil deformation modelling to a higher degree describes real 

soil-water interaction, results from semi-coupled approaches (like A1) are probably not 

optimal for analysis of processes being governed by fluctuating flows, altering hydraulic 

gradients, unloading/reloading etc. Since hydraulic models do partly rely on empirical 

soil-specific parameters there are potential uncertainties connected to the level of 

accuracy of these. Still, this uncertainty is to be related to the extra information possibly 

obtained at consideration of specific features of unsaturated soils. Flow patterns, changes 

of denseness, and non-constant values of the hydraulic conductivity, are all factors being 

valuable for proper modelling. Not at least since such changes in turn are governing as 

well water-transport (i.e. the efficiency of dissipation of excess pore pressures), as 

soil-material transport (i.e. susceptibility to internal erosion to be initiated and/or 

continued). 

 

 

5  Concluding Remarks 

▪ The soil structure seems to become more stable due to the first WLFC, and the 

stability growth continues during the entire period studied. This for all approaches. 

▪ Modelling assuming strictly saturated or dry conditions (classical, like in A1) resulted 

in—restricted to slope stability in terms of safety factors—higher conservatism 

compared to modelling considering also the behavior of unsaturated soil and fully 

hydro-mechanical coupling (advanced, like in A2). 

▪ Modelling considering the behavior of unsaturated soil and fully hydro-mechanical 

coupling, but with suction neglected at stability computation (A3) resulted in lower 

safety factors even compared to classical modelling (A1). This might be explained by 

errors due to the saturation-suction relation in the hydraulic model used, or to the 

nil-step computations run in order to get the negative pore pressure neglected. 

▪ Advanced modelling seems to allow for rapid changes of pore pressures and flow to 
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be more realistically captured compared to classical modelling. Such changes in turn 

are governing as well water-transport (i.e. the efficiency of dissipation of excess pore 

pressures), as soil-material transport (i.e. susceptibility to internal erosion to be 

initiated and/or continued). 

▪ The influence of the parameters were changing as a result of WLFC’s taking place; 

decreased influence of cohesion, increased  influence of the friction angle, scattered 

patterns of the influence of the dilatancy angle. 

 

5.1 To be further considered 

In order to capture effects of water-level variation frequencies, rates, slope geometries etc., 

on slope stability, investigations should be performed using advanced modelling 

approaches, and considering real long-term perspectives. Use of a more advanced 

constitutive soil model (e.g. the Hardening soil model [32]) would potentially reduce 

inaccuracy coming from e.g. improper description of plastic deformations and stiffness 

changes. The water-level fluctuation effects would also be investigated using models 

based on the Basic Barcelona Model [39]. Parameter influence would be preferably 

considered when evaluating the accuracy needed for modelling-input data, as well as 

when making up modelling/design strategies. Investigations of processes taking place 

within slopes being subjected to recurrent WLF’s, would desirably be conducted. For 

instance by laboratory/scale tests combined with modelling. 
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