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Abstract 

Wireless Sensor Networks (WSNs) has been utilized in a wide range of smart 

grids applications due to their capabilities to monitor environmental phenomena or 

connect the physical world to the virtual word. For smart grid applications, 

supporting the Quality of Service (QoS) is the main requirement from WSNs, such 

as transmitting delay-critical data from smart grid assets as fast as possible or 

identifying priority packets which need to be transmitted before any other periodic 

packets and hence reducing the collision rate. At the same time, WSNs need to 

provide the required QoS for a long time using the limited resources of the 

network. Meeting such a goal requires a remarkable design for WSNs protocols in 

order to satisfy the requirements of delay/priority critical smart grid applications. 

In this paper, we propose a suit of novel WSNs Medium Access Control (MAC) 

protocol which aims to provide QoS in terms of low transmitting delay for packets 

and supporting the priority packets over the network for smart grid applications. 

Our proposed MAC protocol is called Delay and Priority MAC protocol (or 
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DPMAC) for smart grid applications based on WSNs. DPMAC protocol is based 

on the delay estimation and priority packets that are defined by the application 

layer of the smart grid application and the network conditions. Our comprehensive 

performance analysis shows how the proposed DPMAC protocol can achieve low 

end-to-end delay and lower collision rate in comparison with the well-known 

IEEE 802.15.4 MAC protocol which is used extensively in literature to provide 

the QoS for smart grid applications.   

 

Keywords: Smart grid applications protocols; WSNs MAC protocols; supporting 

QoS in smart grid; priority MAC protocols; delay-aware smart grid applications 

 

 

1  Introduction  

This is the text of the introduction. This document can be used as a template for 

doc file. You may open this document then type over sections of the document or 

cut and paste to other document and then use adequate styles. The style will adjust 

your fonts and line spacing. Please set the template for A4 paper (14 x 21.6 cm). 

For emphasizing please use italics and do not use underline or bold. Please do not 

change the font sizes or line spacing to squeeze more text into a limited number of 

pages. With the recent advances in wireless communication technologies, WSNs 

have gained great attention to realize efficient and low cost monitoring systems for 

smart grid applications [1]. In monitoring systems, wireless sensor nodes have 

been used to improve efficiency, reliability, availability and many other QoS 

aspects for smart grid applications [2]. As shown in Table 1, WSNs-based smart 

grid applications include outage detection, conductor temperature and dynamic 

thermal rating, solar and wind farm monitoring, towers and poles monitoring, 

advanced metering infrastructure (AMI) and real-time pricing and Building and 

industrial automation [3]. 

However, due to RF interference, equipment noise, fading effects and obstructions 
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in smart grid environments, testing the performance of many smart grid 

applications may result in high packets error rates as well as variable links 

qualities. Therefore, the realization of WSNs-based smart grid applications is 

mandatory in order to design WSNs MAC protocols that can meet the QoS 

required by the smart grid applications [5]. 

In literature, there is a considerable amount of research that focus on studying the 

performance of several WSNs MAC protocols in smart grid environments. For 

example, authors in [3] compared between the performances in terms of Packet 

Reception Rate (PRR), energy consumption, and the throughput of IEEE 802.15.4, 

IEEE 802.11, CSMA, TDMA and Z-MAC protocols under different network 

conditions for smart grid applications. The authors reached to the conclusion that 

none of the evaluated MAC protocols perform very well in smart grid spectrum 

environment, when network traffic load has been increased. Therefore, before 

WSN deployments in the smart grid environments, WSN-based MAC protocols 

for smart grid application should be improved in order to support the QoS required 

for the smart grid applications and hence the overall network performance should 

be increased too. In addition, authors in [5], analyzed the performance of IEEE 

802.15.4 and IEEE 802.15.1 MAC protocols for smart grid applications. Even if 

the advantages (i.e. the low cost) of using such MAC protocols in smart grid 

environments for the power distribution system monitoring and customer 

applications, IEEE 802.15.4 and IEEE 802.15.1 MAC do not support QoS and 

typically have a short propagation distance. 

Table 1: WSNs-based smart grid applications. 

Smart Grid Application Subsystem 

Outage detection Utility-side 

Conductor temperature and dynamic thermal rating Utility-side 

Solar and wind farm monitoring Generation-side 

Towers and poles monitoring Generation-side 
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Advanced metering infrastructure (AMI) Demand-side 

Real-Time pricing Demand-Side 

Building and industrial automation Demand-side 

 

The QoS required for smart grid applications can be defined as the capability of 

proposed techniques/protocols to ensure the monitoring data, the emergency 

response and control command to be reliably delivered within required time frame, 

but would not be affected by the number of users in the network and their data 

traffic [5]. Thus, there are two main aspects need to be considered when designing 

WSNs MAC protocols for smart grid applications, namely, the delay when 

transferring the packets and the priority to be added to the emergency packets. In 

fact, these two parameters will be considered in our propose DPMAC protocol in 

this paper.   

Hence, the main contribution of this paper is the following: 

• We enhance the performance of WSNs for smart grid applications. In 

particular, we propose a suit of novel Daly and Priority MAC protocol (or 

DPMAC) for WSNs in order to provide QoS requirements of smart grid 

applications. In DPMAC, if the delay estimation performed by the 

application layer of a smart grid application doesn't meet the requirements to 

provide the required QoS (i.e. the delay estimation is higher than a 

pre-specified delay threshold), then the channel access by a sensor node will 

be controlled by reducing the Clear Channel Assessment (CCA) duration 

and giving a higher priority for such a node to get access to the 

communication channel. Hence, DPMAC protocol considers the delay 

estimation as well as the priority with fairness that neighboring nodes will 

contend fairly to access to the channel.  

• We compare the performance of DPMAC protocol against well-known QoS 

supporting schemes which are proposed in literature. In particular, we study 

the performance of DPMAC against IEEE 802.15.4 protocol in terms of the 



Fawaz Alassery 111  

end-to-end delay, the energy consumption of WSNs, packets delivery ratio 

and the collision rate. 

• Finally, we apply our propose DPMAC protocol on real smart grid 

applications in order to demonstrate the advantages of our protocol. Here, we 

pick two smart grid applications from Table 1, namely, poles monitoring and 

real time pricing and shows how our propose DPMAC achieve the required 

QoS requirements of these smart grid applications.   

The rest of this paper is organized as follows. In section 2, we discuss some 

related works. In section 3, we explain our system description. In section 4, we 

describe the delay estimation model of our proposed DPMAC protocol, and we 

detail our proposed DPMAC protocol. The performance evaluation of DPMAC 

protocol and the comparison of DPMAC against the existing QoS schemes are 

presented in section 5. In addition, we investigate the performance of our DPMAC 

protocol in real smart grid application. Finally, the conclusion of the paper is 

presented in section 6.  

 

 

2  Related Works  

The use of WSNs to support QoS for smart grid applications has been studied in 

literature. For example, using WSNs for the monitoring purposes in smart grid 

applications is studied in [6-8]. The challenges and opportunities of using WSNs 

in smart grid application is discussed extensively in [6]. In [7], authors applied 

wireless multimedia sensors for monitoring purposes in smart grid environment. 

Using WSNs for reducing and controlling homes electricity consuming is 

proposed in [8-9].  Authors in [9], proposed Time of Use (TOU)-aware energy 

management scheme to reduce the peak load of smart grid applications based on 

WSNs. the authors studied the impact of their proposed scheme on the consumer 

peak load at smart homes, and their proposed scheme shows a significant saving 
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around 30%.   

The performance of WSNs in smart grid environment is elaborated in in some 

researches. For examples, authors in [10] studied various efficient routing schemes 

in WSNs for the purpose of providing QoS in smart grid applications. The authors 

reach to the conclusion about the potential areas WSNs can be deployed for 

efficient operation monitoring and control of the smart grid applications such as 

electric transportation, distribution energy resources and storage, etc. Authors in 

[11] proposed Fi-WSN (Fiber-Wireless Sensor Network) gateway which allows 

packets prioritization and supporting QoS of FTTX users in smart grid 

environment. Authors in [12] proposed adaptive QoS scheme (AQoS) and an 

adaptive guaranteed time slot (AGTS) allocation scheme for IEEE 802.15.4-based 

WSNs used in high traffic intensity smart grid monitoring applications. Their 

performance evaluation showed an effective reduction in end-to-end delay and the 

flexibly tune the GTS to provide the required QoS for smart grid application. 

In additions, cross-layer protocols of WSNs have been studied in literatures. In 

[13], authors proposed XLP (Cross-Layer Protocol) for efficient communication in 

WSNs. XLP provides the functionalities of medium access, routing, and 

congestion control. The authors studied the throughput, the latency, the goodput 

and rout failure rate of their XLP protocol against some existing cross-layer 

protocols of WSNs. In addition, authors in [14], developed XLP protocol which 

integrates physical, MAC, routing, as well as transport layer functionalities into a 

unified communication framework. The XLP protocol is compared against current 

state of art cross-layer protocols in WSNs. In [15], authors integrated MAC and 

routing layer functionalities in order to rout a packet from one hop to next based 

on a weighted progress factor, which considers the energy efficiency. Cross-layer 

optimization solutions for power control at the physical layer and the congestion 

control at the transport layer are proposed in [16-17]. In [18], authors integrated 

routing, MAC and link layer optimization to efficient design of a WSN framework. 

The practical implementation is not feasible in the paper as well as the transport 
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layer functionalities such as the congestion control. In [19], scheduling and 

cross-layer congestion control algorithm for WSNs is proposed, and the 

performance evolution shows incredible improvements in the network 

performance, however, the paper focus only on two layers of the cross-layer 

design which are the data link and the transport layers. 

The QoS is often defined as an objective measurement of the services delivered by 

the network expressed in terms of bandwidth, delay, reliability and jitter. In other 

words, the QoS aimed to deliver high priority packets to the destination with high 

reliability and low delay. Supporting QoS for WSNs is also investigated in 

literature and several QoS-aware MAC and routing protocols were proposed. 

However, they only focus on a few QoS parameters such as the delay [20] and the 

reliability [21]. Authors in [22] proposed a mechanism that reduces the number of 

CCA in order to deliver high priority packets to a destination in event-monitoring 

networks. Some works focus on reducing the duration of CCA instead of reducing 

the number of CCA in order to lower end-to-end delay and add priority to some 

packets in WSNs such as the proposed shame in [23]. The impact of CCA on the 

performance of energy constrained wireless networks are discussed in [24-26].    

 

 

3  System Description   

Our system description is based on assuming a WSN which aims to monitor 

delay-critical smart grid environment. We assume sensor nodes are distributed 

randomly in sensing filed, and some nodes are required to deliver high priority 

packets to a sink node (a receiver) with a minimum end-to-end delay (i.e. We 

distribute 100 sensor nodes and one sink node in the sensing filed which is set to 

be 500×500 m). We also test our proposed DPMAC protocol over different 

network conditions such as path-loss effects and shadowing deviations. In addition, 

we assume that every node sends a constant bit rate and the packets follow the 
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shortest communication path from one node to the next until they arrive to the sink 

node. The transmission rang of a sensor node is set to be 30 m. Every sensor node 

starts sending their packets to the sink node with initial transmission power that 

decreases every time a node become active for transmission and sending. So, all 

sensor nodes can reach the sink node. Also, the noise factor is assumed to be a 

constant number in our system model. Moreover, a delay threshold of our 

proposed DPMAC protocol is set in every sensor node to determine the possibility 

to access to the communication channel (more details of the delay threshold are 

discussed in section 5).  

Therefore, in our system model if a packet arrive to a sensor node and the delay 

estimation performed by the application layer of a smart grid application ( i.e. we 

test different delay requirements for specific smart grid applications) doesn't meets 

the requirements to provide the required QoS (i.e. the delay estimation as will be 

explained in section 4 is higher than a pre-specified delay threshold which is set in 

each sensor node), then the channel access by a sensor node will be controlled by 

reducing the CCA duration and giving a higher priority for such a packet to get 

access to the communication channel. Hence, DPMAC protocol considers the 

delay estimation as well as the priority with fairness that neighboring nodes will 

contend fairly to access to the channel.   

 

 

4  DPMAC Protocol Description   

In this section we first analyze the delay estimation model of our proposed 

DPMAC protocol and derive all related numerical equations. After that, we detail 

DPMAC protocol and discuss the procedures on how it works. 

 

4.1 PDMAC Delay Estimation Mechanism 

The delay estimation model of our proposed DPMAC protocol follows the same 
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analysis described in [27] for the slotted CSMA/CA MAC protocol of the 

beacon-enabled mode of the well-known IEEE 802.15.4. Authors in [27] derived 

accurate as well as approximate nonlinear equations that represent the 

mathematical analysis for the reliability, the delay and energy estimation models. 

In this subsection we will focus on the approximate delay estimation model (the 

accurate estimation model is difficult to be applicable in limited energy resources 

networks such as WSNs)  to propose DPMAC protocol that considers the 

minimum end-to-end delay as well as the prioritization aspect in order to content 

the access to the communication channel. So, rather than solving nonlinear 

equations as the case in accurate estimation model, the approximate estimation 

model is based on local measurements to evaluate the end-to-end delay. 

The approximate delay estimation model is based on the idea that sensor nodes 

can easily estimate the busy channel probabilities 𝛼 (i.e. the probability that a first 

carrier sensing is busy), 𝛽(i.e. the probability that the second carrier sensing in 

busy) and the probability 𝜏 (i.e. the probability that the sensor node attempts the 

first carrier sensing in a randomly chosen time slot). The probability 𝜏 can be 

expressed as:  

∑ ∑ 𝑏𝑖,0,𝑗
𝑛
𝑗=0 = �1−𝑥

𝑚+1

1−𝑥
�  �1−𝑦

𝑛+1

1−𝑦
�𝑚

𝑖=0  𝑏0,0,0               (1) 

In equation (1), m and n are the backoff counter and the retransmission stage, 

respectively. In addition, 𝑏0,0,0 is the approximate stationary distribution of the 

Markov chain which can be given as:  

𝑏0,0,0 ≈ �
𝑊0
2

(1 + 2𝑥)(1 + 𝑦) + 𝐿𝑠(1 + 𝑥2)(1 + 𝑦)

+𝐾0((𝑃𝑐(1 − 𝑥2))2((𝑃𝑐(1− 𝑥2))𝑛−1 + 1) + 1)
�
−1

      (2) 

 where 𝑊0= 2𝑚𝑖𝑛𝐵𝐸 (i.e. back-off exponent (BE)),  𝐿𝑠  is the time period of 

successful transmission and it can calculated as  𝐿𝑠= 𝐿 + 𝑡𝑎𝑐𝑘 + 𝐿𝑎𝑐𝑘 + 𝐼𝐹𝑆. 

Here, L is the total length of packet including overhead and payload, 𝑡𝑎𝑐𝑘 is ACK 

waiting time, 𝐿𝑎𝑐𝑘 is the length of ACK frame, IFS is Inter-Frame Spacing, 
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𝐾0 = 𝐿0𝑃𝑖
1−𝑃𝑖

; where 𝐿0 is the idle state length and 𝑃𝑖 is the probability of going back 

to the idle state. Moreover, in equation (1), x and y are defined as follows: 

𝑥 =  𝛼 + (1 − 𝛼)𝛽                         (3) 

𝑦 = 𝑃𝑐(1 − 𝑥𝑚+1)                          (4) 

As we see in the equations (1), the probability  𝜏 depends on the probability 𝑃𝑐, 

which is the probability that at least one of the N – 1 remaining nodes transmits in 

the same time slot, where N is the total number of sensor nodes which we assume 

in our system model (i.e. Section 3) to be 100 nodes. If all sensor nodes transmit 

with probability 𝜏, then the probability that at least one of the N – 1 remaining 

nodes transmits in the same time slot (𝑃𝑐) can be given as:   

𝑃𝑐 = 1 − (1 − 𝜏)𝑁+1                        (5) 

Now, we derive the busy channel probabilities 𝛼 and 𝛽. The probability that a 

first carrier sensing is busy (𝛼) is given as: 

𝛼=𝛼1 + 𝛼2                              (6) 

where 𝛼1 = 𝐿(1 − (1 − 𝜏)𝑁−1)(1 − 𝛼)(1− 𝛽), which the probability of finding 

channel busy during the first carrier sensing due to data transmission. 𝛼2 is the 

probability of finding the channel busy during first carrier sensing  due to ACK 

transmission, which is equal  𝛼2 = 𝐿𝑎𝑐𝑘
𝑁𝜏(1−𝜏)𝑁−1

1−(1−𝜏)𝑁 (1 − (1 − 𝜏)𝑁−1)(1− 𝛼)(1 −

𝛽). Hence, equation (6) can be rewritten as: 

𝛼=(𝐿(1 − (1 − 𝜏)𝑁−1)(1 − 𝛼)(1 − 𝛽))+�𝐿𝑎𝑐𝑘
𝑁𝜏(1−𝜏)𝑁−1

1−(1−𝜏)𝑁
(1− (1− 𝜏)𝑁−1)(1−𝛼)(1−𝛽)�  

(7) 

The probability that the second carrier sensing in busy (𝛽) can be calculated as:  

𝛽 = 1−(1−𝜏)𝑁−1+𝑁𝜏(1−𝜏)𝑁−1

2−(1−𝜏)𝑁+𝑁𝜏(1−𝜏)𝑁−1                 (8) 

Now, the average delay can be approximated as:  
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ℂ�𝐷�� = 𝑃𝑇𝐷                             (9) 

where 𝑃 = [𝑃𝑟(𝐴0|𝐴𝑡) …�𝑃𝑟(𝐴𝑛|𝐴𝑡) �]𝑇 ∈ ℝ(𝑛+1)×1 , 𝐷 = [𝑑0 …𝑑𝑛]𝑇 ∈ ℝ(𝑛+1)×1 , 

and 𝑑𝑗 = 𝑇𝑠 + 𝑗𝑇𝑐 + (𝑗 + 1) ℂ[𝑇�]; where 𝑇𝑠 is the time durations of successful 

packets transmissions, 𝑇𝑐 is the time durations of collided packet transmissions, 

and  ℂ[𝑇�] is the approximation of the average backoff period which can be given 

by: 

ℂ[𝑇�] = 2𝑆𝑏�1 + 𝑃�𝑇𝑇�                       (10) 

 where 𝑃� = [𝑃�(𝐵0|𝐵𝑡) …�𝑃�(𝐵𝑚|𝐵𝑡) �]𝑇 ∈ ℝ(𝑚+1)×1 , 𝑇 = [𝑡0 … 𝑡𝑚]𝑇 ∈ ℝ(𝑚+1)×1 , 

and 𝑡𝑖 = ��2𝑖+1−1�𝑊0+3𝑖−1�
4

 . 𝑃𝑟(𝐴𝑗|𝐴𝑡) � in equation (9) represents the occurrence of 

successful packet transmission at time j+1 given that at time j, the transmission is 

unsuccessful (i.e. 𝐴𝑗). The occurrence of successful packet transmission within n 

attempts is (𝐴𝑡). it can be calculated as follows:   

𝑃𝑟(𝐴𝑗|𝐴𝑡) = � (1−𝑃𝑐(1−𝑥𝑚+1))𝑃𝑐
𝑗(1−𝑥𝑚+1)𝑗

1−(𝑃𝑐(1−𝑥𝑚+1))𝑛+1
                    (11) 

 𝑃�(𝐵𝑖|𝐵𝑡)� in equation (10) represents the occurrence of a busy channel for the ith 

time and then an idle channel at the i+1th time (i.e. 𝐵𝑖). the successful sensing 

event in m attempts is (𝐵𝑡). It can be calculated as follows:    

𝑃�(𝐵𝑖|𝐵𝑡) � =
max (𝛼,(1−𝛼)𝛽)𝑖

∑ max (𝛼,(1−𝛼)𝛽)𝑘𝑚
𝑘=0

                        (12) 

where 𝑃𝑐 is the collision probability per sending attempt and 1 − 𝑥𝑚+1 is the 

probability of successful channel accessing within the maximum number of m 

backoff stages. This analysis of estimated delay has been proposed in [27] and used 

in our PDMAC protocol which is described in next subsection. 
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4.2 Algorithm Description of PDMAC Protocol 

As explained in section 3 that we assume a WSN where sensor nodes are distributed 

randomly in the sensing filed of a smart grid environment, and packets are delivered 

to a sink node for further processing and communication. Some of these packets are 

marked as higher priority packets which need to be delivered as fast as possible with 

minimum end-to-end delay. 

In the proposed PDMAC there is an interaction between the physical layer of the 

smart grid application with the lower layers such as MAC and physical layers. In 

other words, if packets collected by the application layer of a smart grid application 

marked as higher priority packets, the delay estimation model for those packets 

which is described in the previous subsection need to be considered in each node of 

the WSN in order to facilitate the transmission of the packets to the required sink 

node with a minimum end-to-end delay. Thus, sensor nodes will estimate the delay 

required by a specific smart grid application and make a decision on how to control 

lower MAC layer by reducing the CCA duration which ensure that the packets will 

be delivered quickly and delay requirements of a smart grid application will be met. 

To be more specific, if a packet arrive to a sensor node and the delay estimation 

performed by the application layer of a smart grid application doesn't meet the 

requirements to provide the required QoS (i.e. the delay estimation is higher than a 

pre-specified delay threshold which is set in each sensor node), then the channel 

access by a sensor node will be controlled by changing the parameters of lower 

MAC and physical layers. So, once packets arrive to the MAC layer, it will 

request the physical layer to reduce the duration of the CCA (i.e. the symbol 

periods will be reduced from 8 symbols (i.e. 128𝜇𝑠) to 4 symbols (i.e. 64 𝜇𝑠) or 2 

symbols (i.e. 32𝜇𝑠)). In response to the request made by the MAC layer, the 

physical layer will sense the communication channel either in half of the CCA 

duration (i.e. 8 symbol periods) or quarter of the CCA duration (i.e. 4 symbol 

periods). The selection between the half and the quarter of CCA duration is based 

on the distance between a sensor node and the receiver (sink) node. 



Fawaz Alassery 119  

In PDMAC protocol, the algorithm starts with testing evaluated packets of the 

application layer of a smart grid application and deciding their priority (ℵ) based on 

a pre-specified priority threshold (ℵ𝑡ℎ). If the priority of a packet (ℵ) which is 

specified in the application layer is greater than the pre-specified priority threshold 

(ℵ𝑡ℎ ), then the delay estimation model (ℂ�𝐷��) which is described in previous 

subsection will be invoked. If the delay estimation model (ℂ�𝐷��) is greater than a 

pre-specified delay threshold (𝑡𝑇𝐻)  which is vary based on the smart grid 

application, then the physical layer will check the distance between the sensor node 

and the sink node, if the sensor node is located in a coordination (𝐶𝑥𝑦) which is 

close to the sink node (i.e. based on a pre-specified distance threshold 𝑑𝑇𝐻), the 

MAC layer will request the physical layer to sense the channel quarter of the CCA 

duration since there are many nodes which send their packets in this area of the 

sensing filed and the traffic load is high. Also, if the sensor node is located in a 

coordination (𝐶𝑥𝑦) which is greater than a pre-specified distance threshold (𝑑𝑇𝐻), 

then MAC layer will request the physical layer to sense the channel half of the CCA 

duration since nodes in this area are located far from the sink node and the traffic 

load is low. If the delay estimation model (ℂ�𝐷��) is lower than a pre-specified delay 

threshold (𝑡𝑇𝐻), then the algorithm will not change the duration of the CCA periods 

(i.e. 8 symbol periods) and physical layer will follow the regular procedures of 

CSMA-CA MAC protocol when sending packets to the destination (sink node). 

Also, If the priority of a packet which is specified in the application layer is lower 

than the pre-specified priority threshold (ℵ), then the algorithm will not change the 

duration of the CCA periods, and the CSMA-CA MAC protocol will be utilized to 

either successfully transmitting packets to the destination or unsuccessfully 

transmitting (dropping) packets. After the physical layer sense the communication 

channel, it will report the results to the MAC layer. A detailed description of 

PDMAC protocol is shown below. 
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5  Performance Evaluation 

As explained in section 3, we assume a WSN where nodes are distributed randomly 

in sensing area. Sensor nodes send their packets to a sink node for further analysis 

and communication. We assume there are 100 nodes and one sink node where every 

node has efficient power (i.e. 5dBm) to reach the sink node and send a constant bit 

rate. In our simulation, which is achieved by MATLAB simulator, we consider all 

parameters explained in section 4 for the delay estimation model. In addition, we 

consider various network conditions such as shadowing deviations, path-loss and 

constant noise factor (i.e. 8.00) throughout the entire simulation time, which is 

assumed to be 500s. Moreover, we assume the pre-specified delay threshold 

(𝑡𝑇𝐻) = 0.5s (It can be tuned based on the specific smart grid application 

requirements), and the pre-specified distance threshold (𝑑𝑇𝐻 )= 30m. Also, the 

contention window is assumed to be 4.00, the maximum packets size is 256 Byte, 

the interval between sent items is 2s, where the item size is 1024 byte and the 

number of items need to be sent is 200. In our simulation we compare our proposed 

scheme with existing QoS-based schemes that reduce the back-off time of a 

contending node [28] and the schemes that reduce the number of CCA for packets 

sent from high priority nodes [22]. Therefore, the performance parameters that we 

consider in our simulation are the end-to-end delay, packets delivery ratio, power 

consumption and packets lost due to collision. 

In Figure 1, we show the first performance parameter (i.e. end-to-end delay) of our 

proposed DPMAC scheme in comparison with IEEE 802.15.4 MAC protocol, the 

scheme based on reducing the back-off time [28] and the scheme based on reducing 

the CCA duration [22]. As shown in Figure 1, our proposed PDMAC scheme 

outperforms slightly the existing QoS-based schemes in term of the end-to-end 

delay. It is also shown that increasing the number of nodes in the sensing filed has a 

higher impact on increasing the end-to-end delay since the traffic load will increase 

and many packets need to be delivered to the sink node. 
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PDMAC Protocol Description 
1 Start 

2 Check the priority of a packet (ℵ) 

3 if   ℵ > ℵ𝑡ℎ           // ℵ𝑡ℎ is a pre-specified priority  

                                   threshold 

4     ℂ�𝐷�� = 𝑃𝑇𝐷       // Call the average delay estimation mode   

5     if ℂ�𝐷��> )( tht     // )( tht is a pre-specified delay thresh- 

                               old 
6        if  𝐶𝑥𝑦 > 𝑑𝑡ℎ  // 𝐶𝑥𝑦 is a node coordination, )( thd is 

                           a pre-specified distance threshold 

7          FlagHeader= FlagHeader_1  // insert flag in the header of  

                                         the application layer 

8          CCA_Period= CCA_Period /2 // Half the CCA duration 
9          CSMA_CA ( )                // Call CSMA_CA MAC  

                                         Protocol 
10         else 
11 

 

12 

         FlagHeader= FlagHeader_1  // insert flag in the header of 

                                         The app layer 

         CCA_Period= CCA_Period/4   // Quarter CCA duration i.e.  

                                          4 symbols 

13          CSMA_CA ( )                 // Call CSMA_CA MAC 

                                          Protocol 

14    else 
15          CCA_Period= CCA_Period   // Regular CCA duration i.e. 8 

                                          Symbols 

16          CSMA_CA ( )           // Call CSMA_CA MAC protocol 

17 else 
18    CCA_Period= CCA_Period    // Regular CCA duration i.e. 8  

                                      Symbols 

19    CSMA_CA ( )                 // Call CSMA_CA MAC protocol 

20    if   CCA_Period= Pass        // successfully sending the packet 

21         Send the packet 

22   else 
23         if  NB<Max_CSMA_Backoffs //check the possibility to 

                                          send the packet 

24            Return to 3                 // reduce the CCA agian 

25         else 
26            Drop the packet            //unsuccessfully sending the 

                                           packet                   

27 End 

 



122       Quality of Service (QoS)-Aware Wireless Sensor Networks (WSNs) MAC…  

In Figure 1, we show the first performance parameter (i.e. end-to-end delay) of our 

proposed DPMAC scheme in comparison with IEEE 802.15.4 MAC protocol, the 

scheme based on reducing the back-off time [28] and the scheme based on reducing 

the CCA duration [22]. As shown in Figure 1, our proposed PDMAC scheme 

outperforms slightly the existing QoS-based schemes in term of the end-to-end 

delay. It is also shown that increasing the number of nodes in the sensing filed has a 

higher impact on increasing the end-to-end delay since the traffic load will increase 

and many packets need to be delivered to the sink node. 

 

Figure 1: First performance parameter. The average End-to-End delay vs. the 

number of sensor nodes. 
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In Figure 2, we show the second performance parameter (i.e. packets delivery 

ratio). It is also obvious that our proposed DPMAC protocol has a higher packets 

delivery ratio in comparison with exiting QoS-based schemes. For example, when 

the number of sensor nodes in the sensing filed is 50 nodes, the proposed PDMAC 

protocol achieve 75% of successfully delivering packets while the  IEEE 802.15.4 

MAC protocol, the scheme based on reducing the back-off time, and the scheme 

based on reducing the number of the CCA duration achieve 55%, 62%, 68%, 

respectively. Also, the percentage of packets delivery ration decreases when 

increasing the number of sensor nodes since the traffic load will increase and hence 

the number of transmitted packets.  

 

Figure 2: Second performance parameter: The percentage of packets delivery ratio 

vs. the number of sensor nodes. 
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The third performance parameter (i.e. the energy consumption) is shown in Figure 

3. In order to simulate the energy consumption, we assume the first order radio 

model explained in [29]. The first order radio model assumes asymmetric 

transmission. That is, the power required to transmit a packet from node x to node 

y is the same power required to transmit the message form node y to node x for a 

given Signal to Noise Ratio (SNR). Based on the distance between a transmitter 

and a receiver, the first order radio model is divided into free space model and 

multipath fading model. For nodes which are close to the sink node for a distance 

which is less than a pre-defined threshold level (𝑑𝑡ℎ), the free space propagation 

model is used. On the other hand, for nodes which are located far away from the 

sink node for a distance which is greater than the threshold level (𝑑𝑡ℎ), then the 

multipath fading model is used where the signals strength are affected by obstacles 

such as buildings or trees. Even if packets delivery ratio increase and the 

end-to-end delay decrease of the proposed DPMAC scheme in comparison with 

exiting schemes, the average energy consumption by sensor nodes has a slightly 

improvement over all modes (i.e. transmitting, receiving and idle modes). 

 In Figure 4, the fourth performance parameter (i.e. packets lost due to collision) 

has been investigated and the proposed DPMAC scheme has slightly lower 

packets lost at the sink node due to collision in comparison with existing 

QoS-based schemes. Also, it is obvious that when increasing the number of 

transmitted packets, the number of packets lost will increase too. For example, 

when the number of node at the sensing filed is 50 nodes, the number of packets 

lost due to collision at the sink node for the proposed DPMAC scheme, the IEEE 

802.15.4 MAC protocol, the scheme based on reducing the back-off time, and the 

scheme based on reducing the number of the CCA duration are 68,83,76 70, 

respectively.  
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Figure 3: Third performance parameter: Energy consumption in dBm vs. the 

simulation time. 

 

Figure 4: Fourth performance parameter: Number of packets lost due to collision vs. 

the number of sensor nodes. 
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Now, we study real smart grid applications which have critical QoS requirements 

as explained in [30] and compare the performance of our proposed DPMAC 

scheme against exiting IEEE 802.15.4 MAC scheme in term of the end-to-end 

delay. These smart grid applications are in-home displays and automated feeder 

switching. The functional requirements of such smart grid applications are 

explained in [30] and summarized in Table 2. We simulate our proposed DPMAC 

scheme as well as IEEE 802.15.4 MAC scheme based on the requirements in table 

2 (we will focus on the main latency required by the smart grid applications, i.e. 

the yellow column) and show how much we can reduce the end-to-end delay of 

our DPMAC scheme in comparison with IEEE 802.15.4 MAC scheme. We 

assume the sensing filed has 20, 40, 60 and 80 sensor nodes. Sensor nodes monitor 

such applications and send their sensing packets such as the current to the receiver 

(a sink node) which is connected to high speed network for further 

communication. As we can see in figure 5, the proposed DPMAC scheme has 

lower end to end delay in comparison with the IEEE 802.15.4 MAC scheme for 

in-home displays. Also, increasing the number of nodes in sensing field has a 

significant impact on increasing the end-to-end delay. For example, when there 

are 20 sensor nodes in the sensing field the end to end delay for the proposed 

DPMAC scheme is 190 sec while the end to end delay for the IEEE 802.15.4 

MAC scheme is 315 sec. Similar improvements in reducing end-to-end delay 

which is achieved by the proposed DPMAC scheme for automated feeder 

switching application is shown in Figure 6. 
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Table 2: Functional requirements for smart grid applications. 

Smart grid 

application 
Current functional requirements 

 
Security Bandwidth Reliability Coverage Latency 

Back-up 

power 

In-home 

displays 
High 9.6-56 kbps 99.0- 99.99% 20-100% 

300-2000 

ms 

8-24 

hours 

Automated 

feeder 

switching 

High 9.6-56 kbps 99.0- 99.99% 20-100% 
300-2000 

ms 

8-24 

hours 

 

 

 

Figure 5: End-to-End comparison between proposed DPMAC scheme and IEEE 

802.15.4 (In-home displays smart grid application) 
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Figure 6: End-to-End comparison between proposed DPMAC scheme and IEEE 

802.15.4 (Automated feeder switching smart grid application) 

 

5  Conclusion 

In this paper, we proposed a novel delay and priority-aware WSNs MAC protocol 

(DPMAC) to achieve QoS requirements for time critical smart grid applications. 

The proposed protocol modifies the physical layer parameters of IEEE 802.15.4 

by reducing the clear channel assessment (CCA) duration. That is when the delay 

estimation is higher than the delay requirement of a specific smart grid 

application, then the proposed DPMAC scheme allow the physical layer to reduce 

the CCA duration in order to ensure that the high priority packets can be delivered 

to the receiver as fast as possible when contending with other packets which try to 

access to the communication channel. In addition, we investigate four 

performance parameters (i.e. the end-to-end delay, packets delivery ratio, power 

consumption and packets lost due to collision) in order to show how our proposed 
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DPMAC scheme can achieve significant improvements to support QoS required 

by smart grid applications. Hence, our comprehensive simulation shows that the 

proposed DPMAC scheme outperforms existing QoS-based schemes for smart 

grid applications such as the scheme which relay on reducing the back-off time of 

a contending node or the schemes which reduces the number of CCA for packets 

sent from high priority nodes. Finally, we applied our proposed DPMAC scheme in 

real smart grid applications (i.e. in-home displays and automated feeder switching) 

and the simulation results shows how the end-to-end delay can be reduced when 

using our proposed DPMAC protocol in comparison with the default IEEE 

802.15.4 MAC protocol.         
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