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Abstract 
The stock market patterns are non-linear in nature therefore it is difficult to 
forecast the future trends of the market. In this paper we have used different 
macro-economic factors of Indian stock market. Macro-economic factors include 
technical indicators. These technical indicators help to decide the patterns of the 
market at a particular time. There are hundreds of technical indicators are 
available, but all technical indicators are not useful. So we have obtained most 
effective technical indicators by applying Principal Component Analysis (PCA). 
Selected technical indicators are taken as input variable. Future prices are found 
through Hidden Markov Model (HMM). Hidden Markov Model is a very 
powerful stochastic model. In literature survey it was found that HMM gives 
better accuracy than other models. On the basis of experiment it was found that 
HMM with PCA performed well and gives Mean Absolute Percentage Error 
(MAPE) 1.77%.     
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1  Introduction  
Present and past behavior of the stock market is considered while forecasting 

the trends of the stock market. The traditional prediction theories were based on 
linear time series models, but the patterns of stock market are not linear, it 
contains some non-linearity. Hidden Markov Model (HMM) plays a key role to 
find the non-linear patterns. It is a statistical Markov Model in which the system 
being modeled is assumed to be a Markov process with hidden states and it falls in 
the class of stochastic model. A stochastic model is a tool for estimating 
probability distributions of potential outcomes by allowing random variation in 
one or more inputs over time. The random variation is usually based on 
fluctuations observed in historical data for selected period measured using 
standard time-series techniques (Zastawniak, 1999).  

Hidden Markov Model has proven to be useful in a wide range of 
applications for modeling highly structured sequences of data (Elston et.al. 2002).  
It has been extensively used in areas like speech recognition,  handwriting 
recognition (Nag et.al. 1986, Kundu et.al. 1988, Matan et.al. 1992, Ha et.al. 1993, 
Schenkel et.al.1993, 1995, Bengio et.al. 1995)  patterns recognizing in molecular 
biology (Krogh et.al., 1994, Baldi et.al. 1995, Karplus et.al. 1997, Baldi et.al. 
1998) and fault-detection system (Smyth et.al. 1994) etc. 

Bengio et.al. (2001) applied Input–Output Hidden Markov Model on 
financial time series data and performed number of comparative experiments 
aimed at measuring the expected generalization error of different types of model 
structures. In 2005 Hassan et.al structured Hidden Markov Model (HMM) for four 
states i.e. opening, high, and low and closing prices. In 2006 they presented a 
Hidden Markov Model based on fuzzy rule extraction technique for predicting a 
time series generated by a chaotic dynamical system. In 2007 they implemented a 
fusion model by combining Hidden Markov Model, Artificial Neural Networks 
and Genetic Algorithms for forecasting financial market behavior. 
 In literature survey it was observed that, stock prices were used as input 
parameter in Hidden Markov Model but not the technical indicators. So in this 
paper we have used technical indicators as an input variable which gives more 
information as compared to the stock prices. 
 
 
2  Methodology 

In this paper different computational methods were used. We have discussed 
in following subsections.  

 
 

2.1 Markov Process 
A Markov process is a stochastic process where the future event depends on 
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instantaneous preceding event. Markov process assumes that probability of the 
occurrence of an event solely depend on the occurrence of the current event. Any 
process that follows Markov property is called a Markov process.   

According to Zhiyuan et al. 2010, a random sequence is called a Markov 
chain if 

)/(),.......,,/( 1111 itjtlktitjt SqSqPSqSqSqSqP   . 
These probabilities are called transition probabilities and are denoted 
by )/()( 1 itjtij SqSqPta   . 

 
 
2.2 Hidden Markov Model  

Hidden Markov Model was first described by Leonard E. Baum in 1960s and 
has been used in analyzing and predicting time series phenomena. It is a 
generalization of a Markov chain, in which each state is not directly observable 
but variables influenced by the state are visible, also called “emission”, according 
to given stationary probability law. In this case, time evolution of the internal 
states can be induced only through the sequence of observed output states.  

 
Elements of Hidden Markov Model  

Hidden Markov Model is a finite set of states, each of which is associated 
with multidimensional probability distribution. Transitions among the states are 
governed by a set of probabilities called transition probabilities. In a particular 
state an observation can be generated, according to the associated probability 
distribution.  
HMM contains following elements  
N  is Number of hidden states 
Q  is Set of states },...,2,1{ NQ   
M is Number of symbols 
V  is Set of observation symbols },....,2,1{ MV   
A  is State Transition Probability Matrix 

)/( 1 iqjqPa ttij      Nji  ,1            (1) 
B is Observation probability matrix 

)/()( jqkoPkB ttj    Mk 1            (2) 
  is Initial state distribution 

)( 1 iqPi     Ni 1              (3) 
 is entire model 

),,(  BA                 (4)  
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2.3 Principal Component Analysis (PCA)  
Principal Component Analysis is a statistical technique that linearly 

transforms an original set of variables into a substantially smaller set of 
uncorrelated variables that represents most of the information in the original set of 
variables. Its goal is to reduce the dimensionality of the original data set. A small 
set of uncorrelated variables is much easier to understand and can be useful in 
further analyses than a larger set of correlated variables (Dunteman et.al. 1989). 

In Principal Component Analysis, the variance of a matrix (Z) is explained in 
terms of new latent variables which are called Principal Components (PC). The 
first Principal Component variable is the linear combination of matrix element that 
has the greatest variance. The second Principal Component Variable (PCV) is the 
linear combination with the next greatest variance among coefficient vectors of 
unit length that are orthogonal to the first coefficient vector. In this manner, one 
can obtain k possible Principal Component Variables. The calculated Principal 
Component is given by 

zpt 11   Subject to 11 p               (5) 

zpt 22   Subject to 12 p               (6) 
and 012  pp                  (7) 

The Principal Component loading vectors p are the eigenvectors of the 
covariance matrix   of Z and the corresponding eigenvalues i  are the 
variances of the Principal Components. Using loading vectors the observation can 
be written as 

EptZ i

k

i
i 

1
           (8) 

where k, is the number of Principal Components obtained and E is the residual 
matrix (Abraham and Nair, 1998).  
 
 
3  Experiment 

HMM is constructed by estimating parameter set ),,(  BA . The states of 
HMM are: increasing state, decreasing state and no change state. Observation 
sequence is built using principal technical indicators. Initially parameter values are 
chosen randomly. The HMM was trained using training dataset, so that the values 
of ,, BA  are re-estimated to suit the training dataset.  

To predict the next day’s closing price, we applied Baum-Welch algorithm 
(Baum et.al., 1996). Suppose the likelihood value for the day x is lcpi. Now from 
the historical data set observation sequences are located that would produce the 
same or nearly same value of lcpi (locate past days where the stock behavior is 
matched to the current day). HMM found many observations that produced the 
same likelihood value lcpi. Then for each of the matched day, difference between 
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match day and it next day is calculated using (9)  





m m

m mm
k W

diffW
Wd            (9) 

where, Wm is weight assigned to day m 
wdk is weighted average of price difference for current day k 
diffm is price difference between day m and m+1 
then forecast the value for day k+1, by 

   kkk wdpfp  )1(             (10)  
where, )1( kfp  is the forecasted closing price and pk is current day closing price.  

 
 
4  Experimental Results  
 The experiment is conducted on S&P CNX NIFTY by taking six years 
daily data from 1-Mar-2002 to 31-Dec-2008. The total number of observations N 
is 1712. We divided the data into training and testing data  
 We considered several technical indicators as inputs for the model. They 
are Accumulation/Distribution Oscillator, Accumulation/Distribution Line, 
Chaikin Oscillator, Chaikin Volatility, Moving Average Convergence-Divergence 
(MACD), Stochastic Oscillator %K and %D, Williams %R, Williams 
Accumulation/Distribution Line, Negative Volume Index, Positive Volume Index, 
Relative Strength Index (RSI), Bollinger Band(Middle), Bollinger Band(Upper), 
Bollinger Band(Lower), Highest High, Lowest Low, Median Price, On-Balance 
Volume (OBV), Price Rate of Change, Price And Volume Trend (PVT), Typical 
Price, Volume Rate of Change, Weighted Close.  
 It is difficult to find relevant technical indicators. It may happen that some 
indicators would provide excellent information for stock A, but they may not give 
any insight information for stock B. Thus, we needed a tool to choose the right 
indicators for each stock (Ince et.al. 2004). Also, our objective was to identify 
important indicators that can be used in HMM as input parameter. Therefore we 
applied principal component analysis for finding relevant technical indicator.  

Principal Components are extracted using SPSS software. It is a component 
matrix helped to determine principal components as shown in Table 1. 

The correlated components are Weighted Close, Williams %R, Volume Rate 
of Change and Chaikin Volatility in order of decreasing correlation.  Therefore 
we selected Weighted Close, Williams %R, Chaikin Volatility and Volume Rate 
of Change for further analyses. These four indicators are used to make observation 
sequences in HMM. 
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Table 1: Component Matrix 
Component Matrix 

  Component 
  1 2 3 4 
Accumulation/Distributi
on oscillator 0.00203 0.44245 -0.2737 0.40415 

Accumulation/Distributi
on line 0.95706 -0.055 -0.1046 0.06532 

Chaikin oscillator 0.07894 0.82019 0.04924 0.16183 
Chaikin volatility 0.04982 -0.254 0.6084 0.50738 
MACD 0.07721 0.55753 0.57448 -0.2961 
%K 0.08193 0.91037 -0.2152 0.15946 
%D 0.09364 0.94111 -0.123 0.03153 
Williams %R 0.09969 0.95176 -0.1344 0.07753 
Williams 
Accumulation/Distributi
on line 

-0.5397 0.09285 -0.1022 0.23323 

Negative volume index 0.95092 -0.1393 -0.1902 0.09326 
Positive volume index 0.4039 0.42693 0.56107 -0.2625 
Relative Strength Index 
(RSI) 0.06885 0.88158 0.07665 -0.0531 

Bollinger band(Middle) 0.9904 -0.0981 -0.0274 0.02818 
Bollinger band(Upper) 0.98544 -0.1163 -0.0442 0.04841 
Bollinger band(Lower) 0.99025 -0.0764 -0.0077 0.00443 
Highest high 0.98924 -0.098 -0.0299 0.03923 
Lowest low 0.99069 -0.0533 -0.0012 -0.0086 
Median price 0.99382 -0.0192 -0.0164 0.00534 
On-Balance Volume 
(OBV) 0.65798 0.02254 -0.0489 -0.0354 

Price rate of change 0.01164 0.88665 -0.0263 -0.1446 
Price and Volume 
Trend (PVT) 0.93757 0.1183 0.15054 -0.0898 

Typical price 0.99383 -0.0172 -0.0176 0.0075 
Volume rate of change 0.03227 0.05776 0.32695 0.68775 
Weighted close 0.99386 -0.0162 -0.0181 0.00858 
Extraction Method: 
Principal Component 
Analysis.         
 4 components 
extracted.         

 
 

We have assumed three hidden states, Increasing, Decreasing and No change.  
a) When 01  nn CC , it is taken as increasing state. 
b) When 01  nn CC  it is taken as decreasing state.  
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















NoChangeNoChangeDecreaseNoChangeIncreaseNoChange
NoChangeDecreaseDecreaseDecreaseIncreaseDecrease
NoChangeIncreaseDecreaseIncreaseIncreaseIncrease

///
///
///

c) When 01  nn CC  it is in no change state. 
where nC is current closing price and 1nC  is the previous closing price. The 
states transition probability is expressed as 
                                                                               
               Increase    Decrease    No Change 
Increase 
Decrease 
No Change 

 
 
The transition states from 1st January 2002 to 31st December 2008 is shown 

in Figure 1. 
  

       
 

* 1 indicates increasing state, -1 indicates decreasing state and 0 indicates no change state. 
      

Figure1: State Transition from 1st January 2002 to 31th December 2008 
 

It is difficult, to watch the movement of states in the figure because data size 
was too large. Therefore transition for year 2002 is shown in Figure 2. Each little 
point indicates a state and the connecting lines between points illustrate the 
transitions.   

  

 
Figure 2: State Transition for 2002 
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For finding the trend of S&P CNX NIFTY, we need to find state transition 
probability.   

The result is obtained in the following way 
days 369increaseincrease   

days 396decreaseincrease   
day 1  change no increase   

days 404increasedecrease   
days 577decreasedecrease   

day 0  change no decrease   
day 1increasechange no   

day 1decreasechange no   
day 0  change no change no   

We get transition matrix as 


















05.05.0
0588175331.0411824669.0

001297.0513619.0485084.0
Â  

 
 
Increasing, decreasing and no change state percentage area of S&P CNX 

NIFTY for the year 2002 to 2008 is shown in Figure 3. 

   

 
Figure 3: Percentage Area of States for S&P CNX NIFTY 

 
 
The probability of increasing state during year 2002 to 2008 was 0.45, 
The probability of decreasing state during year 2002 to 2008 was 0.55 
The probability of same state during year 2002 to 2008 was nearly 0. 
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Observation sequence is generated through Principal Indicators. Selected 
indicators have some numerical values. We have transformed numerical values 
into symbolic values say (1, 2, 3), 1 means down, 2 means up and 3 means same.   

The transformed sequence is formed by taking the difference of current day 
and previous day of each principal indicator.  

a) When 01  nn II  assign 1,  
b) When 01  nn II  assign 2 and 
c) When  01  nn II  assign 3  

where, nI is the current day indicator value and 1nI  is the previous day indicator 
value. 

Let us suppose that we have following sequence {1, 1, 2, 1}. Initially, 
)0,1,0(P . The observation emission probability matrix would be 

 
 

  















100
025.075.0
075.025.0

 

 
HMM is trained with the help of Baum-Welch algorithm. A new model 

)ˆ,ˆ,ˆ(ˆ  BA  is built which tries to maximize )ˆ/( OP . Using the trained HMM, 
likelihood value for current day’s data set is calculated.  Likelihood values for 
closing price are shown in Figure 4. 
 

 
Figure 4: Log likelihood Values for Closing Price 

 

Likelihood values helps to forecast the next day closing price. Suppose the 
likelihood value of 5-Jan-09 was -68.0787. From the past data set, we found all 

Increase 

        Decrease 
Same 

1 2 3 
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those values which shall match the likelihood value of that day. We find a range of 
data vectors from the past training dataset which produce likelihood values closer 
to 5-Jan-2009. Matched likelihood values for 5- Jan-09 are shown in Table 2.  
 
 

Table 2: Matched Likelihood Past Values for 5- Jan-09 

Date Closing Price Likelihood value 

20-Nov-02 1001.6 -68.0787 
11-Aug-03 1232.85 -68.0787 
19-Dec-03 1778.55 -68.0787 
17-Sep-04 1733.65 -68.0787 
22-Jun-05 2187.35 -68.0787 
27-Jun-05 2199.8 -68.0787 
30-Mar-06 3418.95 -68.0787 
16-Aug-06 3356.05 -68.0787 
16-Nov-06 3876.85 -68.0787 
22-Nov-06 3954.75 -68.0787 
23-Apr-07 4085.1 -68.0787 
20-Jul-07 4566.05 -68.0787 

 
Using (9) we calculated weighted average of these price differences. The 

calculation of weighted average of the price differences of similar patterns is 
shown in Table 3.  
 
Table 3: Calculation of Weighted Average of Price Differences of Similar Patterns 

Date Im Wm diffm Wm*diffm 
20-Nov-02 37.88276 9.68E-17 7.15 6.92E-16 
11-Aug-03 46.62915 1.54E-20 1.9 2.92E-20 
19-Dec-03 67.26875 1.67E-29 10.6 1.77E-28 
17-Sep-04 65.57053 9.14E-29 -4.85 4.43E-28 
22-Jun-05 82.73048 3.23E-36 -3.5 1.13E-35 
27-Jun-05 83.20137 2.01E-36 -29.95 6.03E-35 
30-Mar-06 129.3124 1.90E-56 -16.4 3.11E-55 
16-Aug-06 126.9333 2.05E-55 -2.15 4.41E-55 
16-Nov-06 146.6312 5.71E-64 -24.05 1.37E-62 
22-Nov-06 149.5775 3.00E-65 -9.3 2.79E-64 
23-Apr-07 154.5076 2.17E-67 56.7 1.23E-65 
20-Jul-07 172.6982 2.73E-75 53.3 1.45E-73 
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Where, Im is index number of matched day. Index number is obtained by (11) 

     Index Number of the jth day= 100*
CPofAverage
dayjththeofCP          (11) 

where,     
CP is closing Price 
Wdk is 6.91871E-16/9.67765E-17 
Wdk is 7.149165205 
 

Forecasted closing price of 6-Jan-09 is obtained by adding Wdk in the closing 
price of 5-Jan-09. The forecasted closing price for 6-jan-09 is 2920.4. The actual 
close price of 6-jan-09 is 3112.8. Similarly we obtained forecasted values for other 
days. The actual and forecasted value of closing price is shown in Table 4. 

 
Table 4: Actual and Forecasted Closing Price using HMM 

Date Actual Closing  
Price 

Forecasted Closing 
Price 

Percentage of 
Error 

1-Jan-09 3033.45 2997.81 1.17% 
2-Jan-09 3046.75 3057.08 0.34% 
5-Jan-09 3121.45 3053.029 2.19% 
6-Jan-09 3112.8 2920.4 6.18% 
7-Jan-09 2920.4 2919.9 0.02% 
9-Jan-09 2873 2916.87 1.53% 
12-Jan-09 2773.1 2869.47 3.48% 
13-Jan-09 2744.95 2775.5 1.11% 
14-Jan-09 2835.3 2790.27 1.59% 
15-Jan-09 2736.7 2739.39 0.10% 

 

The error of HMM is measured in terms of Mean Square Error, Mean 
Absolute Percentage Error, Root Mean Square Error and Mean Absolute 
Percentage Error  is shown in Table 5. 

 

Table 5: Performance Measure of HMM 
 

S.No. Error Measuring Parameter Value 
1 Mean Square Error 57256.36 
2 Mean Absolute Deviation 52.58 
3 Root Mean Square Error 75.67 
4 Mean Absolute Percentage 

Error 1.77% 
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The forecasting error in Hassan et.al. (2005) model was 2.01% and 1.92% in 
Hassan et.al. 2007 modified model. The forecasting error in our model is 0.15% 
less than Hassan et.al. (2007) model i.e. is 1.77%. 

 

 
5  Conclusion 

It was observed at the time of experiment that it is not necessary to consider 
all the technical indicators for analysis. Principal Component Analysis (PCA) can 
effectively be used to identify most useful technical indicators. These technical 
indicators can be referred as principal technical indicators. The result clearly 
shows that Hidden Markov Model (HMM) with principal technical indicators as 
input parameter performed well.  
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