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2 Study of Partitioned Operators and Its Applications

1 Introduction

The concepts of partitioned matrices and Block matrices are ubiquitous in
physics and applied mathematics, appearing naturally in the description of systems
with multiple discrete variables (e.g., quantum spin, quark color and flavor).

The need to calculate determinants and the multiplication of the higher
matrices is very time consuming and sometime impossible since the memory in
computer to store the matrices are very large.

Let H be a Hilbert space the set of all pounded linear operator on H denoted

by B(H) . Every operator M eB(H) can be written in a block-form

A B
M= [C D}' Let. If there exists an operator K® e B(H) such that

KKP = KPK, KPKKP =K, K*IKP = KX

where k the index of K, then KP is called drazin inverse.

Let M, denote the set of positive and semidefinite nxn complex matrix and
M be any positive block-matrices; that is,
A X
M = * EMntm
X" B
where Ae M, and Be M, a positive block-matrix can be partitioned into a

small number of Hermitian blocks by adecomposition lemmas.

2 Preliminary Notes

Definition 2.1 [1] (Block matrix) In mathematics, a block matrix or a partitioned
matrix is a matrix which is interpreted as having been broken into sections

called blocks or submatrices.


https://en.wikipedia.org/wiki/Mathematics
https://en.wikipedia.org/wiki/Matrix_(mathematics)
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A partitioned mxn matrix is an mxn matrix A={a;| that has been

reexpressed in the general form

Au A12 AlC
R
Arl Arz A\rc

Here A; is an mxn matrix (i=1..r, j=1...,c), where m,...m and
n,... ,n, are positive integers such that

m+ m,+...+m = m and N+ n+...+n,=n

Theorem 2.1 [3]. Let

Bll BlZ BlV
g=| o P 7 P
Bul BuZ Buv

represent a partitioned pxq matrix whose ijth block Bj is of dimensions

PixQ; -
B partitionedin the same way as those of A. Then
Fll F12 Flv
a=| 2 2
F, F, - F,

C
where F, =Y AB,=AB,++AB;.
k=1
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Definition 2.2 [3].

_An 0O --- 0
0 , - 0
I 0 0 - A»c_

Then A is called a block-diagonal matrix, and sometimes diag( A, A, . ...

written for A .

Definition 2.3 [3]. If A; =0 for j < i =1..r,thatisif

A, 0 - 0
X R
Arl Az A'c

then A is called a lower block-triangular matrix.

Theorem 2.2 [2]. (Matrix Inversion in Block form)

Leta mxn matrix M be partitioned into a block form:
A B
M = :

where the nxn matrix A and D are invertible. Then

Mo (A-BD'C)* —(A-BD'C)'BD™
—(D-CA'B)'CA™ (D-CA™'B)* |

A

Theorem 2.3 [5]. If M :[C

F, and D is invertible , then

A B
det { }:det(AD—BD*CD).
C D

A,) is

B
D]WhereA,B,C,D are nxn matrices over
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Lemma 2.1 [5]. Let S be a complex block matrix of the form

S11 S12 SlN
s —|% Sz 7 Sa M
SNl SNZ SNN

and let us define the set of block matrices {a(o),a(l),---,a(’“’l)} ~where o™is an
(N —k)x(N —k) block matrix with blocks

a® =S

ij ij

. -1
ai(jk ) _ agk)l_ai(,li\l)—k (aqu_)k’N_k) aﬁ,k_)kyj, k>1.

()

Then the determinants of consecutive o are related via

det(a(k)) = det(a('”l)) det(a,(\,k_)k’N_k).

Theorem 2.4 [5]. Given a complex block matrix of the form (1), and the matrices

ai;K) defined in Eq. (2), the determinant of S is given by

det(S) = lﬁ[det(aﬁk“'k) ) .
k=1

Lemma 2.2 [7]. There exist a nonsingular matrix Q such that J = Q—1A4Q, where,
Q :[Vs Vou Vl]’

and vi is an eigenvector corresponding to eigenvalue A .

Lemma 2.3 [4]. For every matrix in M’  partitioned into blocks, we have a

n+m

A X A0 . 0 O .
. =U u+V \Y
X" B 0 0 0 B

for some unitaries U,V&€ M”

n+m *

decomposition
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Corollary 2.1 [4]. For every matrix in M, written in blocks of the same size, we

have the decomposition:

A X A*B 1xy of . | 0 )
X* B =U 2 U +Vv A+B V
0 0 0 , I (X)
for some unitaries U, VeM_
Theorem 2.5 [3]. Let
A B
M = and S=(A-BD'C)
C D
be the generalized Schur complement of A in M. Then,
MP = (A-BD°C)* —(A-BD"C)°BD"® (33)
—~SPCAP sP
if and only if
(I — AA®)BS® = A°B(l —SPS), (I —=SSP)CA® =S°C(l - AP)
and

A(l — AP A) (1-AAP)B
(I -SSP)CI - APA) S(1-SPS)

is a nilpotent operator.

3  Main Results

Theorem 3.1. Let

B, O 0
g B2 0 O
Bcl BcZ Bcc

represent an n x n lower block-triangular matrix whose ijth block Bj is of
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dimensions n, x n; (j = i=1,.., c).Then B is lower triangular if and only if

each of its diagonal blocks B,,,B,,,...,B,. is lower triangular.

cc

Proof. Let B be a lower triangular matrix then

Diagonal of B=diag(B,;,B,,...., B, )and Bj; can be written as

b b

N+t Mg +1 440y +1 Nyt Njg My - o+N;
B, = : :

Myt M+ 4y +1 My, Myt 4n;
where b; € B, since B lower triangular matrix,

thus, b b (i=1---,c ) represent diagonal of B.

(R 1 P Y PR P N el Mt (P 4 W A R o

Thus, B,,B,,,..., B, will be written as

b

N+ AN+ + 0 +1

B. =

b b

N+ 0+, 0 440 +1 o N+, N+
where i=1.--,c. Then B, B,,,...,B,is lower triangular.

Now, let B,,B,,.., B, be lower triangular, thus, B, can be written as

above .Then B is lower triangular. O

Theorem 3.2. Let
A{AM o]
O A,
Where A, is kxk and A,, is (n—k)x(n—Kk).
If A, and A, areboth invertible, then

Af o)
o A’ '

-1_

Proof. Since A, and A,, areboth invertible, then
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A OJ|A, O| |AjA, O | [I' O N
O A}|lO0 A, O AJA,| |O I
and

All O Al_ll O _ AllAl_j- O _ I O _I
0O A,|l0 A} 0O AL |0 1]

Thus, A is invertible and
Theorem 3.3. Let

where A, B, C, D €R", then,

A B -C -D
det, { } = det, { }
cC D A B

Proof. Assume that det. I, =1, where [ 6 is the nxn identity matrix, and

n

i |58 £ [ SR e

By Theorem 2.3 and since the first three matrices on the left are unitriangular.

Thus,
det o = det W O = det o =det, I =1
S0 o N TR R Y R T R o T TR R

observe that

Theorem 3.4. Let



M. Al-Hawari and M. AL-Nawasreh

A A, As
A=l 0 A, Ay
0 0 A,

be 3x3 upper-block triangular matrix. Then

det A= dEt(AJ.lA22A33 - A12A33) .
Proof. By Theorem 2.4

det(A) = det(c?) det(al)) det(a?),
and by Lemma 2.1

ai(jO) = A1j' ai(jl) = 'Aﬁj _AsAge} Ay

ai(jZ) ZI:AJ - AA, Asj:l_

(A= AN AT [A-AAd AT [A - AN A

det(A) = det([A, ~AAT A, |

[ A AN AL [ A, AAL A [ Ay ALAL Aal]j
x det(Azz - AzsAs_al Asz)det(Ass)-

= det (A, — A, A, ) x det (A, ) det(Ay,)
= dEt(AnAzzAsa - A12A33)'

I O
Theorem 3.5. Let B any nxm matrix, and {B | } are non singular, then

[é ?T{—IB ﬂ
o 1) 1o o

Proof.

and
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o s TG :

i %)

Theorem 3.6. Let

A Ay

and A, A, A, A, aresquare matrix. If A,, isnonsingular, then
- :{Al—azxs&l 0 }
0 Ay
Proof. By Theorem 2.1

BA{%—AZA;% 0 }

Ay, Ay,

implies that

BABT:[Al—AZAziAZl OMAM—AQA;AM O}Z{AM—AQA;AH 0} i
Ay Ay 0 Ay 0 Ay

Theorem 3.7. For every matrix in M, written in blocks of the same size, we

have the decomposition:

A X A*B rix) of . |9 0 .
X' B =U| 2 u+v A+B

Vv
0 ~R(X)

0 0

for some unitariesU,V € M,, .

(I
Proof. Let J = { I] where | is the identity of M, , J is a unitary matrix,

1
2| -1

and we have:
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L A+B pixy BoA, X=X
J{ }J*: 2 2 2
X" B A X=X
B-A_X-X' A+B o
2 2 2
C
Since R(X):X+X
2
o A+B pixy BoA, X=X
J*J[X* B}J*Jz\]* 2 o2 2
B-A_X-X' A+B_p .
2 2 2 |

Factorize C as a square of positive matrices, that is

m=| A X—J*QZJ
o T

Now, decompose Q? asin Lemma3.1.1, then
M=J'TT+SS)J=J(TT)I+J(59)J,
where

A+B 0 0
. R(X) O .
T =| 2 +R(X) and SS = A+B

0 0 0

—R(X) |

Corollary 3.1 For every matrix in M, written in blocks of the same size, we

[A X} 1{ {A+B+‘X+X*‘ 0} . {0 0 ] }
<={U U™ +V AV
X* B| 2 0 0 0 A+B+[X+X|

Proof. By the fact R(X)<|R(X)| and Theorem 3.7

have
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A X A*B rx) o . |° 0 )
X' B =U 2 U +Vv 0 A+B R(X \Y
| 0 0 - ( )
A+B+|R(X)| 0 * 0 0 *
<uU 2 U +Vv 0 A+B R(X \Y
| . = +[RX)

Theorem 3.8. Let A e C™"then There exist a nonsingular matrix Q such that

o A3 0],
A_Q{o O}Q

Proof. Let A be of index K then , by Lemma 2.2. There exist a nonsingular
matrix Q such that J = QAQ, whereQ=[v, v,, --- v] and v; is an

eigenvector corresponding to eigenvalue of A implies that A=QJ Q ™.

Now, let
J* 0
M = -
Q% ok
Then
A“MA=A ,MAM =M ,AM = MA
which implies that M is drizn inverse of A. m

Theorem 3.9. Let M be a given matrix of form (3) and S = D - CAPB be the

generalized Schur complement of A in M. Then

> [(A-BD°C)* —(A-BDPC)°BD®
M _—
| —SPCAP S0

C(1-APA)=(1-SSP)C =0 and (I — AA®)BSP = APB(I1 —SPS).
Proof.
A(l —APA) and (1-SPS)C
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are nilpotent operators and since
C(1-A°A)=(1-SS°)C=0, (I-SSP)CI-APA)
are nilpotent operators, this implies

A(l - A°A) (1 - AAD)B
(1-SSP)CI —APA)  S(1-SPS)

are nilpotent operators. Then by Theorem 2.5

MO - {(A— BD°C)* —(A-BD°C)° BDD}

O
-SPCA® sP
Theorem 3.10. Let A be a nonsingular matrix, then
B A B A S
de{AT sze{AT J:det(B)(l—A B™A).
Proof. By Theorem 2.4
B A Tp-1
det{AT J:det(B)(l—A B™A)
and
B A
det| - " |=det(B)(1-A"B"A)
Al .

Theorem 3.11. Let A be a square matrix and a block-diagonal with the form

_Au 0O - 0]
A 0 A, - 0
0 0 - A

where A;i i1s a square matrix. Then A is nonsingular if and only if

A, A, ,...,A, arenonsingular.

Proof. Let A is nonsingular, Then A™exist but
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(A, 0 - O0lAY O - 0
0o A, - 0 0 Azz’l 0
L 0 O A’I’_ L 0 O Aflrr
AAT 0 o | 1o 0]
|0 AT 0 |_|0 | 0
L O 0 ArAflrr _0 0 I_
A0 0 |[A, © 0
0 A’ 0 [0 A 0
00 A* |0 0 A,
CAA, 0 o | 1 0o - 0]
~ 0 A22‘1A22 0 ~ o1l --- 0
0 0 A_lrrp\'r_ 00 - |
Then inverse of A is
At 0 0
0 A" 0
0 0 A*

This implies A}, A, ,..., A" exists then A, A,,...,A nonsingular. Now, let

A, A,,...,A_ arenonsingular, then A™ existsand A nonsingular.
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