
Advances in Management & Applied Economics, Vol. 15, No. 1, 2025, 47-60  

ISSN: 1792-7544 (print version), 1792-7552(online) 

https://doi.org/10.47260/amae/1513 

Scientific Press International Limited 

 

 

A Classification Intelligent Question Answering 

Model for Retrieval-Based Chatbots 

 
 

Chihli Hung1 and Ming-Hsuan Wu1  

 

 

Abstract 
 

Intelligent question answering (QA) models or chatbots automatically provide 

appropriate responses to questions posed by users. In terms of generating 

continuous responses, they are divided into generative and retrieval-based 

approaches. For retrieval-based QA models, the key issue is how to reduce the 

search space. This research focuses on a retrieval-based approach and proposes a 

classification intelligent question answering (CIQA) model. The CIQA model 

contains two stages, namely a question classification stage and an answer prediction 

stage. The first stage consists of building a classification ensemble based on a 

training set. The second stage uses the first stage classification ensemble to 

determine the appropriate categories for a test set and selects an appropriate deep 

learning QA model based on a chosen category. A new benchmark dataset for 

chatbot, SQuAD (Stanford question answering dataset) 2.0, is used to evaluate 

performance. Based on the outcome of our experiments, the proposed CIQA model 

outperforms the baseline model and demonstrates the feasibility of the proposed 

approach. 
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1. Introduction  

This research proposes a classification intelligent question answering (CIQA) 

model, which combines deep learning and ensemble learning to improve the 

performance of retrieval-based question answering models. A question answering 

(QA) model is one that automatically provides appropriate answers to user questions 

(Zhang et al., 2024; Zheng et al., 2023). It is considered one of the most challenging 

tasks in the field of natural language processing (Wu et al., 2018). With the 

development of social networks, question answering models have been extended to 

community question answering models (Zhou et al., 2018) and chatbots (Huang et 

al., 2007). A community QA model is a discussion board for an online community 

site. When a poster initializes with a question or topic, members of the community 

follow up to answer or continue to ask questions. A chatbot is an application that 

provides interactive questions and answers between users and the chatbot itself 

through text or voice. The prevalence of social networks and third-party payment 

technologies have ushered in the era of conversational economy. Intelligent QA 

models, such as Line@, Siri, Google, and Alexa chatbots, have become a necessity 

on social networks. 

For QA or chatbot models, the generation of continued conversations can be divided 

mainly into generative approaches (Casheekar et al., 2024; Kim et al., 2023; Pandey 

and Sharma, 2023; Pathak et al., 2025) and retrieval-based approaches (Wu et al., 

2018; Ma et al., 2022; Moore et al., 2023). The generative approach uses a large 

volume of conversations, language models and deep learning algorithms to generate 

a suitable continued dialogue. The retrieval-based approach selects the appropriate 

response by retrieving historical conversations, so it can be viewed as an extended 

form of information retrieval system (Abdi et al., 2016). The main difference 

between them is that the generative approach is able to generate a new response 

while the retrieval-based approach can only respond with one that has been used 

previously. In terms of comparison between these two approaches, Pandey and 

Sharma (2023) evaluate the performance between six retrieval-based and generative 

chatbots. Their experimental results demonstrate that the generative approaches 

outperform those based on retrieval. Some researchers argue that retrieval-based 

chatbots are superior to generative ones in response fluency, informativeness, easy 

construction, and evaluation (Wu et al., 2018, Ma et al., 2022, Tao et al., 2021). In 

comparison with generative approaches, retrieval-based approaches can be 

constructed at a lower cost and evaluated more objectively. We therefore focus on 

retrieval-based approaches and propose the CIQA model. Some retrieval-based 

approaches focus on selecting a proper response from historical conversations (Wu 

et al., 2018, Ma et al., 2022). The framework of a retrieval-based QA model usually 

consists of four parts, which are question analysis, semantic understanding, 

information retrieval, and answer extraction (Yu et al., 2018). Of these, the main 

task of question analysis is to find related topics and narrow down the search space 

of historical conversations. Therefore, this research proposes a method of question 

classification to effectively reduce the number of answer candidates by classifying 
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questions into categories. After reducing the search space of the answers, the speed 

and accuracy of answer extraction can be improved. 

In the field of question classification tasks for QA models, most studies use a single 

classifier for questions (Wu et al., 2018, Qian et al., 2021). Ensemble learning can 

improve the classification performance of a single classifier (Sagi and Rokach, 

2018), but it is rarely used in retrieval-based QA models. This research integrates 

ensemble learning with deep learning to improve the answer accuracy for retrieval-

based QA models. More specifically, this research uses SQuAD 2.0 (Rajpurkar et 

al., 2018) as the dataset. As the recurrent neural network (RNN) suffers from 

vanishing and exploding gradient issues, its extended versions, i.e., long short-term 

memory (LSTM) and gated recurrent unit (GRU) are used. Based on these deep 

learning methods, a bagging ensemble is also used. Thus, we evaluate four 

classification methods, which are two single classifiers and two ensemble classifiers, 

for a more robust composition. Finally, we combine the best three classifiers using 

a weighted average strategy to obtain better answers for the proposed retrieval-

based QA model. The main contributions of this research are three-fold: 

 

1) We propose a classification intelligent question answering (CIQA) model, 

which uses a 2-stage strategy to narrow down the search space for retrieval-

based chatbots. 

2) We integrate deep learning and ensemble learning in order to achieve more 

generalized results, and even improve the performance of a single classifier. 

3) We evaluate the proposed CIQA by a new benchmark dataset, i.e. SQuAD 

(Stanford question answering dataset) 2.0, and demonstrate that the CIQA 

outperforms the baseline model. 

 

The rest of the paper is structured as follows. Section 2 briefly reviews related work. 

Chapter 3 presents the methodology used in this paper. The proposed CIQA model 

consists of two stages, namely a question classification stage and an answer 

prediction stage. Chapter 4 presents the experimental design and results. The final 

chapter provides conclusions and some possible future research works. 
 

2. Related Work 

A question answering (QA) model is a downstream application of natural language 

processing, which allows users to ask questions in the form of natural language and 

provides proper responses. Depending on their purpose, question answering models 

can be divided into three types, which are task-based, chitchat, and hybrid QA 

models. A task-based QA model uses keyword comparison methods for specific 

tasks. According to pre-designed processes, some QA models, for example, Line@, 

Facebook, and financial management chatbots, use various components of user 

interfaces, such as radio buttons, checkboxes, menus, and so on to achieve their 

specific goals. A chitchat QA model uses rules or natural language processing 

techniques and combines these techniques with artificial intelligence methods to 
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simulate human chat behavior. For intelligent QA or chatbot systems, most research 

studies focus on generation or selection of continued dialogues (Kim et al., 2023). 

These systems can be divided into generative models (Kim et al., 2023; Pandey and 

Sharma, 2023) and retrieval-based models (Wu et al., 2018, Ma et al., 2022; Moore 

et al., 2023). The generative model creates a new continued dialogue using some 

deep learning techniques. A retrieval-based QA model treats questions and answers 

as an information retrieval task. It uses information retrieval related techniques to 

look for an appropriate answer or a continued dialogue from historical conversions. 

The techniques for selection of continued dialogues are quite diverse. Traditional 

techniques include using the artificial intelligence markup language (AIML), 

natural language processing (NLP), Markov chain model, and ontology. For 

example, Weizenbaum (1996) uses natural language processing and rule-based 

comparison methods to develop the first chatbot, ELIZA. Wallace (2009) uses 

AIML and advanced comparison methods to propose the ALICE chatbot. Al-

Zubaide and Ayman (2011) combine WordNet ontology, natural language 

processing and AIML to design chatbots. Deep learning has recently extended the 

architecture and capabilities of traditional neural networks for the development of 

new solutions in many fields (Géron, 2017; Goodfellow, 2016). A recurrent neural 

network (RNN) with the ability to deal with words sequentially can be used for 

question answering or chatbot models. For example, Lowe et al. (Lowe and Pow, 

2016) propose a parallel RNN architecture, which uses two RNNs to train the 

previous and the latter words respectively, to build an Ubuntu chatbot. A 

convolutional neural network (CNN) is a deep learning architecture for content-

based image retrieval (CBIR) tasks and is extended to deal with text (Zhou et al., 

2022). For example, Qian et al. (2021) and Wang et al. (2019) use the CNN for 

retrieval-based chatbots. Zhou et al. (2018) propose the recurrent convolutional 

neural network (RCNN), which is an integration of the CNN and RNN, to handle 

the question answering task. 

Long short-term memory (LSTM) (Hochreiter and Schmidhuber, 1997) is an 

extended model of RNN, which uses an input gate, an output gate, and a forget gate 

to improve the performance of RNN. The Google research team uses LSTM to 

propose an automatic email reply system (Kannan et al., 2016). Some studies 

demonstrate that LSTM is more suitable than RNN for designing chatbot systems 

(Kadlec et al., 2015). A single LSTM is extended to be bidirectional, namely 

biLSTM (Graves and Schmidhuber, 2005). Gu et al. (2019) use biLSTM in the 

sentence encoding and aggregation layers for their retrieval-based chatbots. Based 

on biLSTM, Ma et al. (2022) propose a global and local interaction matching model 

(GLIMM) to match a response to the context-knowledge pair. The gated recurrent 

unit (GRU) is also an extension of RNN (Cho et al., 2014) and has been also used 

for building retrieval-based chatbots (Pandey and Sharma, 2023; Tao et al., 2019). 

The difference with LSTM is that GRU uses two parameters, namely an update gate 

and a reset gate, for recall and forgetting respectively. 

On the other hand, ensemble learning uses the integration results of multiple 

classifiers to present the final decision, also known as a multi-classifier system, 
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which can achieve more generalized results, and even improve the performance of 

a single classifier (Sagi and Rokach, 2018). According to the classification 

algorithm and data sampling approach, ensemble learning is divided into three 

methods, which are stacking, bagging and boosting. Stacking combines a variety of 

different classification algorithms. Each classification algorithm uses the same 

training data and adopts a majority decision method to determine integration results. 

It is generally recognized that although this method has the advantages of individual 

classification algorithms, it also includes their disadvantages. Hung and Chen (2009) 

propose a selective stacking ensemble learning method for bankruptcy prediction, 

which attempts to inherit the advantages of individual algorithms and reduce the 

influence of the algorithms’ shortcomings. Bagging uses the same classification 

algorithm for each individual classifier, and uses a bootstrap sampling method to 

randomly take samples from the dataset as the training set for individual classifiers. 

Similar to bagging, boosting uses the same classification algorithm for each 

individual classifier. Unlike bagging, the weights of individual classifiers vary 

based upon their performance. Specifically, boosting increases the weight of data 

with higher error rates to provide more opportunities for re-learning. Ensemble 

learning has been widely used in the field of machine learning and has achieved 

strong results, but it is used less in the QA models (Bühlmann, 2012). Banerjee and 

Bandyopadhyay (Banerjee and Bandyopadhyay, 2013) use bagging, boosting, and 

stacking in a Bengali classification task. The experimental results show that 

stacking is slightly better than bagging, and bagging is slightly better than boosting. 

However, Lei et al. (2009) compare bagging with boosting in the tourist question 

answering system and find that bagging is better than boosting. 

In the fields of question answering and ensemble learning, there is a lack of research 

on ensemble learning for QA, and there are very few studies which use an ensemble 

of deep neural network classifiers. Therefore, this research integrates bagging with 

LSTM and GRU to improve the accuracy of responses for retrieval-based QA and 

proposes a classification intelligent question answering (CIQA) model. 

 

3. Methodology  

The overall methods are divided into two stages, namely a question classification 

stage and an answer prediction stage, as shown in Figure 1. The purpose of the first 

stage is to look for a suitable ensemble decision for use in the second stage. Based 

on the question part of the dataset, the first stage selects the best combination of 

classification decisions from two deep learning techniques (i.e., LSTM and GRU) 

and their bagging strategies. In the second stage, the training set is divided into 

seven training subsets according to the topics. Each training subset is used to build 

a deep learning QA model for a specific topic. The ensemble of trained classifiers 

built in the first stage is used for the test set to determine the proper deep learning 

QA model. Thus, we use several smaller deep learning QA models instead of a 

larger deep learning model for the QA task. The detailed steps are as follows. 
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Figure 1: The conceptual framework of the classification intelligent question 

answering 

 

3.1 Question Classification Stage 

3.1.1 Preprocessing of Documents 

SQuAD (Stanford question answering dataset) is a new benchmark dataset for 

question answering tasks (Rajpurkar et al., 2018; Guven and Unalir, 2022; Konrad, 

2018; Rajpurkar et al., 2016). It consists of more than 10 million questions posed in 

Wikipedia articles, where the answer to each question is a paragraph of text from 

the corresponding article. The newest version of SQuAD is SQuAD 2.0, which is 

used in this research. Each data sample in the SQuAD 2.0 dataset contains four 

fields including article, title, question, and answer. SQuAD 2.0 has a total of 442 

titles, which are divided into 130,319 questions. Among these questions, 43,500 

have no corresponding answers. Since the main purpose of this research is to design 

a retrieval-based question answering model, only 86,819 questions with answers are 

used. The preprocessing of documents includes tokenization and removal of 

punctuation. 

 

3.1.2 Question Classification 

The purpose of the question classification stage is to provide suitable categories for 

questions of the test set in the answer prediction stage, so that the appropriate deep 

learning QA models can be selected. Konrad (2018) divides SQuAD 1.0 into seven 

question categories according to the title of the article, such as organization, 
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personality, geographic location, abstract concept, art, sport, and other. Thus, 

following the approach of Konrad (2018), we divide SQuAD 2.0 into these seven 

question categories according to the title of the article. Table 1 shows the 

distribution of seven categories for the dataset. In the question classification stage, 

only the question and classification label are used. We randomly select 80% of the 

dataset as the training set and the rest as the test set. 

 
Table 1: Distributions of dataset in the question classification stage 

Title Category Dataset # Dataset % 

Organization 6,206 7.15 

Personality 12,977 14.95 

Geographical Location 24,290 27.98 

Abstract Concept 8,978 10.34 

Art 3,625 4.17 

Sport 2,749 3.17 

Other 27,994 32.24 

Total 86,819 100.00 

 

This research uses two renowned deep learning classification models, i.e. LSTM 

and GRU, as our based classification models. We use a deep learning structure with 

six layers (Figure 2). The first layer is an input layer. Among the 86,819 data 

samples, 20% of the training set is the validation set. The second layer is a Keras 

embedding layer. The parameters of input_dim, output_dim, and input_length are 

20,000, 200, and 1000, respectively. The Keras embedding layer uses sequences of 

words from the corpus without the training of an artificial neural network. It is 

provided from the Python Keras package and has been used for many deep learning 

models, such as RNN, LSTM, GRU (Pandey and Sharma, 2023). The third layer is 

a recurrent layer. Long short-term memory (LSTM) and gated recurrent unit (GRU) 

are used for this layer. The fourth layer is a dense layer, which is a fully connected 

layer of 256 units. The fifth layer is a dropout layer. Its function is to discard some 

neurons in the neural network to avoid overfitting. The dropout rate is 0.5. The final 

layer is an output layer of 7 units. The Softmax activation function is used for this 

layer. It should be noted that the above parameters are obtained from suitable results 

in different parameter combinations in preliminary experiments. 

 

 

 

 

Figure 2: A deep learning structure for the question classification stage 

 

 

 

Input Embedding Recurrent Dense Dropout Output 
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3.1.3 Ensemble Learning 

The bagging strategy is used to further improve the classification performance for 

the two best deep learning models. Thus, we have four deep learning models, which 

are LSTM, GRU, LSTM-bagging and GRU-bagging. In terms of the bagging 

models, the number of bags is three. We randomly select three subsets of training 

set for each bag, which contains around 55,600 samples. All four deep learning 

models use the same test set, which contains 17,186 samples. The average accuracy 

of the test set represents the performance of the specific bagging model. Finally, an 

average weighted approach is used to obtain the three best deep learning models as 

the final result in this stage. According to Table 2, LSTM, LSTM-bagging and 

GRU-bagging are the winners, which will be used in the second stage. Thus, the 

first stage can assess the appropriate topic category for the unseen question. 

 
Table 2: Performance of models in the question classification stage evaluated by 

accuracy (%) 

Model Training Set Test Set 

LSTM 74.31 66.54 

GRU 73.44 66.07 

LSTM-bagging 74.43 67.10 

GRU-bagging 75.51 67.18 

 

3.2 Answer Prediction Stage 

3.2.1 Preprocessing of Documents 

At this stage, an answer is derived in response to a user question. As a QA task is a 

supervised learning task, a correct answer is labeled 1 and an incorrect answer 0. 

For the entire dataset, we have 86,819 question-answer pairs whose labels are 1. We 

duplicate the 86,819 questions and randomly choose their wrong answers from 

different topic categories. Thus, we have 173,638 question-answer pairs as the 

dataset. Based on seven topic categories, the dataset is divided into seven data 

subsets. Like the document preprocessing in the question classification stage, the 

answer prediction stage includes tokenization and punctuation removal. Each data 

subset is divided into training set and test set in the ratio of 8:2. Table 3 shows the 

distribution of seven categories for the test set. Unlike the question classification 

stage which uses question and classification labels, this stage uses question, answer 

and answer labels. 
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Table 3: Distributions of test set in the answer prediction stage 

Title Category Test Set # Test Set % 

Organization 2,666 7.76 

Personality 5,122 14.90 

Geographical Location 8,708 25.33 

Abstract Concept 3,352 9.75 

Art 1,294 3.76 

Sport 718 2.09 

Other 12,512 36.40 

Total 34,372 100.00 

 

3.2.2 Deep Learning QA 

For each training subset, we build a deep learning QA structure of seven layers 

(Figure 3). This structure is similar to the deep learning structure in the first stage. 

For the deep learning QA structure, questions and answers are imported separately. 

They have their own input layer, embedding layer, and recurrent layer. A Keras 

embedding approach is used for the embedding layer. Long short-term memory 

(LSTM) and gated recurrent unit (GRU) techniques are used for the recurrent layer. 

The fourth layer is a concatenated layer, which concatenates two recurrent layers 

from questions and answers. The fifth and sixth layers are dense and dropout layers, 

respectively. The final layer is an output layer of two units so the Sigmoid activation 

function is used. All parameters are the same as those in the first stage.  

 

Dense

Recurrent

Dropout

Embedding
Input:
Question

Output

Input:
Answer

RecurrentEmbedding

Concate
nate

 

Figure 3: A deep learning QA structure for the answer prediction stage 

 

3.2.3 Model Selection 

In the previous step seven deep learning QA models are built, and each model is for 

one specific topic category. For the questions in the test set, the first stage ensemble 

learning model is used to choose a suitable question category. Based on this 

category, the specific suitable deep learning QA model of the second stage is 

selected to determine the appropriate answer. 
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3.2.4 QA Evaluation 

This research uses accuracy (ACC) as an evaluation metric (1), which is very 

common in the field. TP (true positive) indicates the number of data samples for 

which the answer to the question is correct and for which the model also predicts it 

as a correct answer. TN (true negative) represents the number of data samples for 

which the answer to the question is incorrect and for which the model also predicts 

to be an incorrect answer. FP (false positive) indicates the number of data samples 

where the answer to the question is incorrect and the model predicts the correct 

answer. FN (false negative) represents the number of data samples where the answer 

to the question is correct but the model predicts a wrong answer. 

 

ACC=
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 

(1) 

 

4. Experiments 

The traditional retrieval-based QA model generally uses the training set to train the 

classification model, and uses the test set to verify the retrieval performance. Thus, 

this model tries to retrieve a proper answer from a whole knowledge resource. We 

treat this model as a baseline in this research. The baseline model uses the same 

document preprocessing as our proposed classification intelligent question 

answering (CIQA) model. After document preprocessing, the same deep learning 

QA structure in Figure 3 is also used. Our proposed CIQA model uses a two-stage 

approach to narrow down the search space. We present the performance evaluated 

by the measure of accuracy in Table 4. Specifically, a t-test is used to test if there is 

a significant difference between our proposed model and the baseline model. P-

value is presented in brackets. For results shown in Table 4, the deep learning model 

with a GRU recurrent layer slightly outperforms the model with an LSTM recurrent 

layer. All of the proposed models perform significantly better than the baseline 

models at a significance level, α, of 0.01. 

 
Table 4: The performance for the baseline and BIQA models evaluated by accuracy 

(%) 

 LSTM GRU 
Baseline 71.34 71.84 
Abstract concept 79.29 77.56 
Art 75.19 74.03 
Geographical location 76.15 76.03 
Organization 73.89 76.18 
Other 74.18 75.76 
Personality 72.58 72.99 
Sport 76.74 76.74 
Average 75.43 

(0.0027**) 
75.61 

(0.0007**) 
**denotes significance level α < 0.01 
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5. Conclusion and Possible Future Work 

Generally speaking, intelligent question answering or chatbot models are divided 

into generative and retrieval-based approaches for continued conversations. This 

research focuses on a retrieval-based approach and proposes the classification 

intelligent question answering (CIQA) model. The CIQA model uses a two-stage 

approach, i.e. the question classification stage and answer prediction stage. The first 

stage builds an ensemble of classifiers based on the training set. The second stage 

uses the classifier ensemble from the first stage to determine a suitable category for 

the questions of the test set and selects a suitable deep learning QA model. The 

SQuAD (Stanford question answering dataset) 2.0 is used to evaluate the 

performance of the CIQA model. Based on the experiments, the proposed CIQA 

model effectively reduces the search space and significantly outperforms the 

baseline model. 

For future work, there are several possible directions. For example, this research 

only uses the bagging ensemble strategy as a method for improving the performance 

of basic deep learning. Other ensemble strategies, such as boosting and stacking, 

may be investigated in further work. In the deep learning architecture proposed in 

this research, Keras embedding is used in the embedding layer. Some other 

embedding techniques, such as Word2Vec, Doc2Vec, and GloVe, may also be used 

for possible further work. Finally, an investigation into the category imbalance of 

the QA dataset is another possible research direction. 
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