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Abstract 

According to the Greek mythology, Ladon was the huge dragon with the 100 

heads, which had the ability to stay continuously up, in order to guard the golden 

“Esperides” apples in the tree of life. Alike the ancient one, digital Ladon is an 

advanced information systems’ security mechanism, which uses Artificial 

Intelligence to protect, control and offer early warning in cases of detour or 

misleading of the digital security measures. It is an effective cross-layer system of 

network supervision, which enriches the lower layers of the system (Transport, 

Network and Data). It amplifies in an intelligent manner the upper layers (Session, 

Presentation and Application) with capabilities of automated control.  This is done 

to enhance the energetic security and the mechanisms of reaction of the general 

system, without special requirements in computational resources. This paper 

describes the development of Ladon which is an advanced, incredibly fast and low 
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requirements’ effective filter, which performs analysis of network flow. Ladon 

uses Online Sequential Extreme Learning Machine with Gaussian Radial Basis 

Function kernel in order to perform network traffic classification, malware traffic 

analysis and fast-flux botnets localization.    

 

Mathematics Subject Classification: 94C99 

Keywords: Network Traffic Classification; Malware Traffic Analysis; Fast-Flux 

Botnets; SSH Traffic; Online Sequential Learning; Extreme Learning Machine; 

Gaussian Radial Basis Function Κernel    

 

1  Introduction  

1.1 Network security vulnerabilities and threats 

 Vulnerability is a weak spot in a network that might be exploited by a security 

threat. Risks are the potential consequences and impacts of unaddressed 

vulnerabilities. The combined network attacks and the highly intelligent detour 

methods of the digital security mechanisms constitute a new framework of 

vulnerabilities and threats. This is done by creating extremely complicated 

localization conditions. For example, the functional complexity combined with the 

chaotic architecture of the botnets [1], constitute an extremely dangerous case of 

electronic crime very hard to trace, which is related to a number of illegal actions 

namely: money mule recruitment sites, phishing websites, illicit online 

pharmacies, extreme or illegal adult content sites, malicious browser exploit sites 

and web traps for distributing virus.  
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1.1.1 Traffic classification 

The supervision and categorization of network traffic is a specialized solution 

and a valuable tool used not only for the effective confrontation of planning, 

management and supervision of the networks, but also for the trace of attacks and 

for the study of electronic crimes. Traffic Classification is an automated process 

which categorizes network traffic according to various parameters into a number 

of traffic classes. Each resulting traffic class can be treated differently in order to 

differentiate the service implied for the user. A proper understanding of the 

applications and protocols in the traffic class is essential for any network manager 

to implement appropriate security policies [2]. There are two basic approaches to 

classifying traffic:   

a) Classification based on a Payload method in which the packets are classified 

based on the fields of the payload, such as Layer 2 (Mac address), Layer 3 (IP 

address) and Layer 4 ports (source or destination or both) and Protocols.  

b) Classification based on a Statistical method that uses statistical analysis of the 

traffic behavior like inter-packet arrival, session time and so on.  

A serious drawback of the applications used for the study and characterization of 

network traffic and especially for the cases of encrypted traffic, which imposes the 

reconstruction of messages and entities in higher levels, is the complexity of these 

applications and their requirements in terms of computational resources. These 

requirements increase exponentially in cases of big volume network traffic 

analysis which come from broadband high speed networks and especially in cases 

of forensic analysis. Advanced classification techniques which rely on Deep 

Packet Inspection (DPI) are much more reliable methods. Also another important 

weakness of the traditional mechanisms of network flow analysis, related to the 

determination and phasing of vulnerabilities is the fact that they create high 

percentages of false alarms, they do not have sophisticated forecasting methods of 

respective threats and in most of the cases they fail completely to spot zero-day 

vulnerabilities [2].  
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1.1.2 Malware traffic analysis 

Malware is a kind of software used to disrupt computer operation, gather 

sensitive information, or gain access to private computer systems. It can appear in 

the form of code, scripts, active content, or any other. Recent malware 

developments have the ability to remain hidden during infection and operation. 

They prevent analysis and removal, using various techniques, namely: obscure 

filenames, modification of file attributes, or operation under the pretense of 

legitimate programs and services and obfuscation attacks. Also, the malware 

might attempt to subvert modern detection software, by hiding running processes, 

network connections and strings with malicious URLs or registry keys. Malware 

Traffic Analysis is the primary method of malware and attacks identification and 

discovery the malware command-and control (C&C) communications related to 

these attacks. Furthermore it is an important method to estimate the behavior of 

malware, the purpose of attacks and the damage caused by malware activity [3]. 

 

1.1.3 Fast-flux botnets  

The most common malware types, aim in the recovery of communication with 

the Command & Control (C2) remote servers and its retention on a regular basis. 

This is done in order for the botmasters to gather or distribute information and 

upgrades towards the undermined devices (bots). More specifically, the 

communication is achieved by the use of custom distributed dynamic DNS 

services which are executed in high port numbers. This is done in order to avoid to 

be traced by security programs located in the gateway of networks. In this way 

fast-flux botnets are created, whose target is the mapping of a fully qualified 

domain name to hundreds of IP addresses. These IPs are interchanged too fast, 

with a combination of random IP addresses and a very small Time-To-Live (TTL) 

for each partial DNS Resource Record. In this way a domain name can change its 

corresponding IP address very often (e.g. every 3 minutes). Another usual 
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approach is the blind proxy redirection (BPR) technique. The BPR continuously 

redirects the applications received by frontend systems to backend servers, in 

order to spoil the traces and the data that designate an attack. In this way the 

complexity of the fast-flux botnets increases [1].  

 

 
Figure 1: Normal Network vs Fast-Flux Network 

 

 

The simplest type of fast flux, named single-flux, is characterized by multiple 

individual nodes within the network registering and de-registering their addresses 

as part of the DNS A (address) record list for a single DNS name. This combines 

round robin DNS with very short TTL values to create a constantly changing list 

of destination addresses for that single DNS name. The list can be hundreds or 

thousands of entries long. A more sophisticated type of fast flux, referred to itself 

as double-flux, is characterized by multiple nodes within the network registering 

and de-registering their addresses as part of the DNS Name Server record list for 

the DNS zone. This provides an additional layer of redundancy and survivability 

within the malware network [1]. 
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Figure 2: Single-Flux and Double-Flux Network 

 

 

2  The Ladon system and literature 

2.1 Ladon  

This paper proposes the development of Ladon, a cyber-threat bio-inspired 

intelligence management system. Ladon is an innovative Network Traffic 

Classification, Malware Traffic Analysis and localization Fast-Flux Botnets. 

Unlike other techniques that have been proposed from time to time and focus in 

single traffic analysis approaches [4]-[6], Ladon is an efficient network 

supervision system which provides smart mechanisms for the supervision and 

categorization of networks. It provides intelligent approaches for the above task 

and tit is capable of defending over sophisticated attacks and of exploiting 

effectively the hardware capabilities with minimum computational and resources 

cost.  

It is a biologically inspired artificial intelligence computer security technique 

[7]-[12] that use Online Sequential Extreme Learning Machine with Gaussian 
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Radial Basis Function kernel (OSEL_RBF) [13]-[15]. ELM is one of the most 

advanced artificial intelligence method which simlulates rationaly the function of 

the human brain by using the synaptic randomness and its dynamics. 

A comparative study has been performed between the proposed approach and 

other evolving and bio-inspired learning methods. Based on the classification 

accuracy we have verified that the proposed approach has the optimal 

performance and reliability. More specifically this is achieved by using Radial 

Basis Function Neural Network (RBFNN), Group Methods of Data Handling 

(GMDH), Polynomial Artificial Neural Network (PANN) and Feed Forward 

Neural Networks (FFNN) trained under heuristic techniques such as Genetic 

Algorithm (FFNNGA), Particle Swarm Optimization (FFNNPSO), Ant Colony 

Optimization (FFNNACO) and Evolutionary Strategy (FFNNES) [16].   

 

 

2.2 Literature review  

It is a fact that a lot and significant work has been published in the literature, 

in applying machine learning (ML) techniques, to network traffic classification 

[17]-[19], malware traffic analysis [20]-[22] and fast-flux botnets [23]-[25] 

localization. In parallel, several other authors [26]-[28], have also summarized 

scientific effort of detecting the botnets while proposing novel taxonomies of 

detection methods, introducing different classes of botnet detection and presenting 

some of the most prominent methods within the defined classes. The authors have 

acknowledged the potential of machine learning-based approaches in providing 

efficient and effective detection, but they have not provided a deeper insight on 

specific methods, neither the comparison of the approaches by detection 

performances and evaluation practice.  

On the other hand, Cheng et al. [29] proposed the use of ELM methods to 

classify binary and multi-class network traffic for intrusion detection with high 

accuracy. Hsu et al. [30] proposed a real-time system for detecting flux domains 
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based on anomalous delays in HTTP/HTTPS requests from a given client with 

very promising results. Also, Haffner et. al. [31] employed AdaBoost, Hidden 

Markov, Nave Bayesian and Maximum Entropy models to classify network traffic 

into different applications with vary high SSH detection rate and vary low false 

positive rate respectively, but they employed only few bytes of the payload. 

Furthermore Alshammari et al. [32] employed Repeated Incremental Pruning to 

Produce Error Reduction (RIPPER) and AdaBoost algorithms for classifying SSH 

traffic from offline log files without using any payload, IP addresses or port 

numbers. Finally, Holz et al. [33] proposed a passive method to locate fast-flux 

botnets by identifying potential fast-flux domain names in the URLs found in the 

body of spam emails (typically captured by spam traps and filters).  

 

 

3  Literature methodologies employed by Ladon 

3.1 Extreme Learning Machines 

The Extreme Learning Machine (ELM) as an emerging biologically inspired 

learning technique provides efficient unified solutions to “generalized” Single-

hidden Layer feed forward Networks (SLFNs) but the hidden layer (or called 

feature mapping) in ELM need not be tuned [14]. Such SLFNs include but are not 

limited to support vector machine, polynomial network, RBF networks, and the 

conventional feed forward neural networks. All the hidden node parameters are 

independent from the target functions or the training datasets and the output 

weights of ELMs may be determined in different ways (with or without iterations, 

with or without incremental implementations, etc.). ELM has several advantages, 

ease of use, faster learning speed, higher generalization performance, suitable for 

many nonlinear activation function and kernel functions. 

According to the ELM theory [14], the ELM with Gaussian Radial Basis 

Function kernel (GRBFk) K(u,v)=exp(-γ||u-v||2) used in this approach. The hidden 
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neurons are k=20. Subsequently assigned random input weights wi and biases bi, 

i=1,…,N. To calculate the hidden layer output matrix H used the function (1): 

                                 𝐻 = �
ℎ(𝑥1)
⋮

ℎ(𝑥𝑁)
� =  �

ℎ1(𝑥1) ⋯ ℎ𝐿(𝑥1)
⋮  ⋮

ℎ1(𝑥𝑁) ⋯ ℎ𝐿(𝑥𝑁)
�                               (1) 

h(x) = [h1(x), . . . , hL(x)] is the output (row) vector of the hidden layer with 

respect to the input x. h(x) actually maps the data from the d-dimensional input 

space to the L-dimensional hidden-layer feature space (ELM feature space) H, and 

thus, h(x) is indeed a feature mapping. ELM is to minimize the training error as 

well as the norm of the output weights: 

Minimize : ||Hβ – T||2 and ||β||                                          (2) 

where H is the hidden-layer output matrix of the function (1). To minimize the 

norm of the output weights ||β|| is actually to maximize the distance of the 

separating margins of the two different classes in the ELM feature space 2/||β||. 

To calculate the output weights β used the function (3): 

                                                   β=( 𝐼
𝐶

+ 𝐻𝑇𝐻)−1 𝐻𝑇𝑇                                          (3) 

where C is a positive constant is obtained and T resulting from the Function 

Approximation  of  SLFNs  with  additive  neurons  in  which  is  an  arbitrary 

distinct  

samples with ti=[ti1, ti2,…,tim]T ∈ Rm and 𝑇 = �
𝑡1𝑇
⋮
𝑡𝑁𝑇
�.  [14]. 

 

 

3.2 Online Sequential Extreme Learning Machines 

The Online Sequential ELM (OS-ELM) [13] [15] is an alternative technique 

for large-scale computing and machine learning approaches that used when data 

becomes available in a sequential order to determine a mapping from data set 
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corresponding labels. The main difference between online learning and batch 

learning techniques is that in online learning the mapping is updated after the 

arrival of every new data point in a scale fashion, whereas batch techniques are 

used when one has access to the entire training data set at once. It is a versatile 

sequential learning algorithm because of the training observations are sequentially 

(one-by-one or chunk-by-chunk with varying or fixed chunk length) presented to 

the learning algorithm. At any time, only the newly arrived single or chunk of 

observations (instead of the entire past data) are seen and learned. A single or a 

chunk of training observations is discarded as soon as the learning procedure for 

that particular (single or chunk of) observation(s) is completed. The learning 

algorithm has no prior knowledge as to how many training observations will be 

presented. Unlike other sequential learning algorithms which have many control 

parameters to be tuned, OSEL_RBF only requires the number of hidden nodes to 

be specified [13], [15]. 

 

 

3.3 OSEL_RBF classification approach  

The proposed method uses an OSEL_RBF classification approach in order to 

perform network traffic classification, malware traffic analysis and fast-flux 

botnets localization in an energetic security mode, that needs minimum 

computational resources and time. The OS-ELM consists of two main phases 

namely: Boosting Phase (BPh) and Sequential Learning Phase (SLPh). The BPh 

used to train the SLFNs using the primitive ELM method with some batch of 

training data in the initialization stage and these boosting training data will be 

discarded as soon as boosting phase is completed. The required batch of training 

data is very small, which can be equal to the number of hidden neurons [13]-[15]. 

The general classification process with OSEL_RBF classifier described below:  

Phase 1 (BPh) [13], [15] 
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The process of BPh for a small initial training set N={(xi, ti)|xi ∈ Rn, ti ∈ Rm, i=1, 

··· , 𝑁�} described as follow:   

a) Assign arbitrary input weight wi and bias bi or center µi and impact width 

σi,      i=1, ···  𝑁�, where 𝑁�  number for hidden neuron or RBF kernel for a 

specific application.  

 

b) Calculate the initial hidden layer output matrix 𝐻0 = [ℎ1,··· , ℎ𝑁� ]T, where    

ℎ𝑖 = [𝑔(𝑤1 · 𝑥𝑖  +  𝑏1), ··· , 𝑔(𝑤𝑁� · 𝑥𝑖 + 𝑏𝑁� )]T, 𝑖 = 1, ··· , 𝑁�, where 𝑔 

activation function or RBF kernel.    

 

c) Estimate the initial output weight 𝛽(0)  =  𝑀0𝐻0𝑇𝑇0, where 𝑀0 =

(𝐻0𝑇𝐻0)−1 

and 𝑇0 = [𝑡1, … ,  𝑡𝑁�]𝑇.  

 

d) Set 𝑘 = 0. 

 

Phase 2 (SLPh) [13], [15] 

In the SLPh the OS-ELM will then learn the train data one-by-one or chunk-by-

chunk and all the training data will be discarded once the learning procedure on 

these data is completed. The essentials step of this phase for each further coming 

observation (𝑥𝑖, 𝑡1), where xi ∈ Rn, ti ∈ Rm and 𝑖 = 𝑁 � + 1, 𝑁 � + 2, 𝑁 � + 3, 

described as follow:  

a) Calculate the hidden layer output vector ℎ(𝑘+1) = [𝑔(𝑤1 · 𝑥𝑖  +  𝑏1), ··· , 

𝑔(𝑤𝑁� · 𝑥𝑖 + 𝑏𝑁� )]T 

b) Calculate latest output weight 𝛽(𝑘+1) by the algorithm �̂� =  (𝐻𝑇𝐻)−1𝐻𝑇𝑇 

which is called the Recursive Least-Squares (RLS) algorithm. 

c) Set 𝑘 =  𝑘 + 1 
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4  The Ladon algorithm  

The proposed Ladon algorithm includes the following ruleset which is the 

core of its reasoning. 

1:  Performs malware traffic analysis by OSEL_RBF with MTAD dataset  

If the malware analysis gives a positive result (Malware) the network traffic 

blocked and the process terminated.  

If the malware analysis gives a negative result (Benign), no action is required 

and go to step 2. 

2:    Performs network traffic analysis by OSEL_RBF with NTCD dataset  

If the network traffic classification result is not a HTTP, no action is required.  

If the network traffic classification result is a HTTP, go to step 3. 

3:      Performs botnet analysis by OSEL_RBF with F2BLD dataset  

If the botnet classification result gives a positive result (Botnet) the network 

traffic blocked and the process terminated.  

If the botnet classification result gives a negative result (Benign), no action is 

required. 

The overall algorithmic approach of Ladon that is proposed herein is described 

clearly and in details in the following Figure 3.  

Trying a comprehensive analysis of the way the above architecture works, 

we clearly realize that in the proposed method, the detection and disposal of the 

malware or botnet is done in dead time, before disturb the operation of entire 

system. This innovation creates new perspectives in the design architecture of the 

network operating systems, which adopt smart defense mechanisms against 

sophisticated attacks and zero-day exploits. In this way it adds a higher degree of 

integrity to the rest of the security infrastructures. 
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Figure 3: Graphical depiction of Ladon methodology  

 

 

5   Dataset used for testing the Ladon system  

   Three datasets with high complexity were constructed and used for testing by 

Ladon. The first Malware Traffic Analysis Dataset (MTAD) comprised of 32 

independent variables and 2 classes (benign or malware). This dataset containing 

73,469 patterns (37,127 benign samples they were chosen from the Pcaps from 

National CyberWatch Mid-Atlantic Collegiate Cyber Defense Competition and 

36,342 malicious samples they were chosen from http://malware-traffic-

analysis.net/) [34]. 

  The second Network Traffic Classification Dataset (NTCD) comprised of 22 

independent variables and 11 network traffic classes (TELNET, FTP, HTTP, 

DNS, Lime, Local Forwarding, Remote Forwarding, SCP, SFTP, x11 and Shell). 
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This dataset containing 137,050 patterns they were chosen from the Pcaps from 

Information Technology Operations Center (ITOC), US Military Academy [35].   

Finally, the third Fast-Flux Botnet Localization Dataset (F2BLD) comprised of 15 

independent variables and 2 classes (benign or botnet). This dataset containing 

131,374 patterns (100,000 URLs they were chosen randomly from the database 

with the 1 million most popular domain names of Alexa, 16,374 malicious URLs 

from the Black Hole DNS database and 15,000 malicious URLs they were created 

based on the timestamp DGA algorithm) [11].  

 In the preprocessing process the duplicate records and records with 

incompatible characters were removed. Also the datasets are determined and 

normalized to the interval [-1,1] in order to phase the problem of prevalence of 

features with wider range over the ones with a narrower range, without being more 

important [36].  

 

 

6  Results and comparative analysis  

The performance of the proposed OSEL_RBF is evaluated by comparing it 

with RBFANN, GMDH, PANN, FNNGA, FNNPSO, FNNACO and FNNES 

learning algorithms. Regarding the overall efficiency of the methods, the results 

show that the OSEL_RBF has much better generalization performance and more 

accurate classification output from the other compared algorithms.  

The detailed accuracy by class comparison of the other algorithms is shown in 

Table 1. In all cases the hold out approach was used (70% training, 15% validation 

and 15% testing).    

According to this comparative analysis, it appears that OSEL_RBF is highly 

suitable method for applications with huge amounts of data such that traditional 

learning approaches that use the entire data set in aggregate are computationally 

infeasible. This algorithm successfully reduces the problem of entrapment in local 
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minima in training process, with very fast convergence rates. These improvements 

are accompanied by high classification rates and low test errors as well. The 

performance of proposed model was evaluated in three network security datasets 

and the real-world sophisticated scenarios. The experimental results showed that 

the OSEL_RBF has better generalization performance at a very fast learning speed 

and more accurate and reliable classification results. The final conclusion is that 

the proposed method has proven to be reliable and efficient and has outperformed 

at least for this security problem the other approaches.  

 

Table 1: Comparison between algorithms 

 MTADataset NTCDataset F2BLDatset 

Classifier ACC RMSE ACC RMSE ACC RMSE 

OSEL_RBF 98,2% 0.3284 99,6% 0.2951 95,8% 0.4882 

RBFNN 89,8% 0.5766 91,3% 0.5514 82,9% 0.6244 

GMDH 94,4% 0.5017 97,8% 0.3983 88,8% 0.5831 

PANN 90,9% 0.5633 96,6% 0.4512 87,3% 0.5937 

FFNNGA 96,7% 0.4972 99,1% 0.3048 95,3% 0.4899 

FFNNPSO 96,2% 0.4911 99,2% 0.3009 95,1% 0.4907 

FFNNACO 89,4% 0.5791 92,7% 0.5336 80,6% 0.6389 

FFNNES 90,1% 0.5716 93,5% 0.5125 79,7% 0.6419 

 

 

 

7  Discussion – Conclusions 

A novel bio-inspired intelligence cyber-threat management system namely 

Ladon, has been introduced. It performs classification by using OSEL_RBF 

algorithm. The classification performance and the accuracy of the proposed model 

were experimentally explored based on several scenarios and reported very 
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promising results. Moreover, Ladon is an effective cross-layer system of network 

supervision, which enriches the lower layers of the system (Transport, Network 

and Data). It amplifies in an intelligent manner the upper layers (Session, 

Presentation and Application) with capabilities of automated control. This is done 

to enhance the energetic security and the mechanisms of reaction of the general 

system, without special requirements. In this way it adds a higher degree of 

integrity to the rest of the security infrastructure of Network Operating Systems. 

The most significant innovation of this methodology is that it offers high learning 

speed, ease of implementation, minimal human intervention and minimum 

computational power and resources to properly classify network traffic, label 

malware traffic and identify fast-flux botnets with high accuracy and 

generalization.  

Future research could involve its model under a hybrid scheme, which will 

combine semi supervised methods and online learning for the trace and 

exploitation of hidden knowledge between the inhomogeneous data that might 

emerge. Also, Ladon could be improved towards a better online learning with self-

modified the number of hidden nodes. Moreover, additional computational 

intelligence methods could be explored, tested and compared on the same security 

task in an ensemble approach. Finally, the ultimate challenge would be the 

scalability of Ladon with other kernels in parallel and distributed computing in a 

real-time system.  
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