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A Passive Synchronization Method
for Frequency Hopping Systems

Prodromos E. Atlamazoglou' and Nikolaos K. Uzunoglu?

Abstract

Frequency Hopping is a modulation technique where the signal is re-
peatedly switching frequencies during communication, minimizing thus
the probability of jamming and detection. A major challenge encoun-
tered in the design of Frequency Hopping Systems is the achievement of
synchronization between spatially separated communication nodes. In
the open literature, this challenge is addressed by transmitting synchro-
nization data on a fixed frequency channel,a technique vulnerable to
eavesdropping and interference. In order to address this vulnerability, a
Passive Synchronization method is presented that does not require the
broadcasting of any information about the current state of the frequency
hopping system. The proposed method is based on monitoring one of
the system frequencies by the stations not yet synchronized. Using the
detection of valid transmissions on this frequency, the time intervals

between them are measured. Capitalizing on the information gathered
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this way, a Boolean linear system of equations is formulated, with un-
knowns that directly correspond to a specific position in the period of
the hopping pattern. This system is then solved using a Boolean version

of the Gaussian Elimination numerical solution technique.

Mathematics Subject Classification: 94A55, 94A60
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1 Introduction

The fundamental weakness of conventional fixed frequency wireless commu-
nications lies in the fact that the transmission medium (free space) is equally
accessible to both allied and enemy forces. This makes them vulnerable to
both interception and jamming. Interception is the unauthorized monitoring
of radio traffic, whereas jamming is the deliberate disruption of communication
by operating a transmitter (jammer) on the same frequency as the legitimate
radio traffic. Whilst encryption [1] may provide some degree of resistance to
the threat of interception, it is obviously ineffective against jammers. This
was the motivation behind the development and adoption of the Frequency
Hopping Technique, which constitutes the only effective counter measure to
both interception and jamming.

Frequency Hopping was first employed during the Cuban Crisis and it is
nowadays implemented even in the 802.11b protocol (Wi-Fi) where it enables
the operation of more than one wireless networks in the same area. It is
a modulation technique where the signal is repeatedly switching frequencies
during communication.

The order, in which the hopping system transmits in the frequencies avail-
able to it, must ensure that every frequency is being used in a balanced way.
Furthermore this order must not be obvious to eavesdroppers. It must appear
random while being totally deterministic. In other words it must be pseudo-
random.

Many methods exist for the generation of pseudorandom sequences, but

the most popular is the use of Linear Feedback Shift Registers. LFSRs are
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simple, easy to construct circuits made up from Flip-Flops connected in line
and clocked by the same time source. At each pulse of this source, the contents
of each Flip-Flop shift to the one placed to the right of it. The first Flip-
Flop in the line is filled with the result of a Boolean Function (usually XOR)
with inputs the contents of some of the inner Flip-Flops. This constitutes
the Feedback mentioned in the name of these circuits. LEFSRS offer excellent
pseudorandomness in their output, and that is why they are typically employed
as structural elements in stream cipher cryptography [2]. Frequency Hopping
systems use the binary number formed by the contents of a specific subset of
the registers of an LF'SR to select with the help of a lookup table the frequency

for transmission at each hop.

XOR

feedback
Lo L[ Lo | L] L 122

Frequency selection bits (M)

Figure 1: Linear Feedback Shift Register

For the Frequency Hopping systems to function correctly, it is essential that
the pseudorandom generators of the various communication stations are com-
pletely synchronized to each other. Otherwise, it is obvious that communica-
tion is impossible. But it is evident that the synchronization of pseudorandom
generators in distant stations, that most probably have started functioning at
different times, is far from a trivial task.

In open literature the way this synchronization is achieved is based on the
transmission of synchronization signals on a predetermined fixed frequency
channel [3]. These are the so called Active Synchronization methods. In
these methods, the transmitter sends out a beacon frame to announce its
presence. This frame has a timestamp, along with sync field (alternating zero
one sequence) that provides the transmitter clock value. The Receiver after
accepting the timestamp and adding a small offset value for transmission delay,

adjusts its own timer to coincide with the transmitter.
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The Active synchronization methods although widely used, are character-
ized by several disadvantages. Among these is the requirement for an addi-
tional non-hopped channel, the need for establishing universal system time,
the fact that they are extremely time consuming and that they even consume
bandwidth. But the most important of these shortcomings is the fact that
transmitting the synchronization signals in a fixed frequency channel, essen-
tially reduces the security offered by Frequency Hopping. This is because
eavesdroppers can easily monitor this fixed channel, and jam it or even trans-
mit their own fake sync signals in an active attack scenario, making legitimate
synchronization impossible.

The method proposed in this paper doesn’t require the transmission of
any synchronization signal. That’s why we call it a Passive Synchronization
method and the reason it doesn’t suffer from any of the shortcomings of the
Active Methods mentioned in the previous paragraph.

According to the proposed method, each station wishing to synchronize
has to monitor one of the hopping frequencies (doesn’t matter which one) and
record the temporal distances between detecting valid transmissions using it.

When the station has collected sufficient information from this monitoring,
it processes the gathered data mathematically in a way that will be described
in the following section, and deduces the current contents of the LFSR used
by the transmitting station. From that moment on, synchronization has been
achieved and the receiver can accept as well as send messages without any

problem.

2 Description of the Method

We consider a Frequency hopping system that uses as a pseudorandom gen-
erator an LESR with N registers. M of these are used for frequency selection.
They are those with indices Ji, where £ = 0,..., M — 1. The contents of these
registers that correspond to the selection of the frequency monitored by the
proposed method are Fj, = Lj;(ty). The times that we detect valid transmis-
sions in this frequency are denoted by ¢y and we call these detections hits. The
indices of the registers used for feedback are given by Rp, where p =0,...D—1.

D is the number of the registers that participate in the feedback operation.
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Figure 2: LFSR with N registers and M frequency selection bits

If initially we fill the registers of the LFSR with L;(0), (: =0,...,N — 1),
the temporal evolution of its contents can be seen on Table 1. At time step 1,
the content of each register shift to one on its right, while the first register is
being fed the XOR of the D registers with indices Rp, where p = 0,...D — 1.

The remaining lines of the table are filled in a similar way.

Table 1: Contents of the LEFSR at consecutive time steps

time step LO (t) L1 (t) L2 (t) . LN_l(t)
0 Lo(0) L(0) L(0) .. Ly1(0)
1 ®i-o Ly (0) Lo(0) L,(0) .. Ly_5(0)
;SHI ®I[’):01 LRp(tHl — 1) -'LO(tHl — 1) 'Ll(tHl — 1) 'LN_Q(tHl — 1)
%Hg ®pD:_01 LRp(tHQ — 1) :LO(tHQ — 1) ‘Ll(tHg — 1) ‘l;N_Q(tHQ — 1)

The combination of the contents of the frequency selection registers, that
correspond to the selection of the monitored frequency, occurs for the first
time at time step typ, (first hit) and then again at time tyo, (second hit).
Many more reappearances of this combination will take place in subsequent
time steps.

The information contained in Table 1, is fully available only to the trans-
mitter and the already synchronized with it receivers. The non synchronized
receivers know considerably less.

What these receivers actually know can be seen at Table 2. Initially they
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only know the contents of the LFSR assigned for frequency selection at the
time steps when a valid transmission is detected in the monitored frequency.
If all the contents of all the LESR were known for all time steps, the prdiction
of the frequency used at any moment would be a trivial issue, and the receiver

possesing this knowledge would be already synchronized.

Table 2: The view from the side of a station that attempts to synchronize

time step LJO(t) LJMfl(t)
0 o 7 oo 7

1 o 7 oo 7
ti—1 ... - -

L1 FO FM,1
tyr +1 e - e -

tge — 1 o 7 oo 7

37 N oo Py

tpo +1 oo 7 e

But contrary to what one might suppose, what a not yet synchronized
receiver, really needs to know is much less than the period of the output of the
LFSR times the number of the frequency selection registers. This is because of
the way a LE'SR is structured and functions, if the contents of all of its registers
are known for only one time step, then it is trivial to compute its contents
for any other time step preceding or following it. Thus the real number of
unknowns is N. All the remaining unknowns in Table 2 are dependent on these
and can be computed from them if necessary in a completely deterministic way.

From what we just mentioned it becomes clear that it doesn’t really matter
for which time step the contents of the LFSR are chosen as unknowns. But
while all the time steps are mathematically equivalent, it is more convenient
to pick one of the time steps for which a valid transmission on the monitored
frequency is detected. The reason for this is that in this way some of the

equations of the system needed to be solved for finding the unknowns are
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easier to formulate. That’s why in the proposed method we use as unknowns
the contents of the LFSR at the instance of the first detection of valid signal
on the monitored frequency (first hit).

In order to find the N unknowns an algebraic system of N equations is
needed. The N x N coefficient matrix of the system is denoted by A, the
vector of unknowns by H and the right hand side vector by b.

Hy = Lu(tm,) k= 0,..., M —1 (1)

[A] - [H] = [b] (2)
[ AOO R Ao(Nfl) | i HO ] i bO ]
| Anoo oo Aoy | L HN-1 ] [ by

Thanks to the convenient selection of unknowns, the first M equations are
very easily found. For formulating them one just need to equate the unknowns
corresponding to the frequency selection registers to their contents when the
monitored frequency is selected. By expanding these simple equations (us-
ing zero coefficients for the remaining unknowns), we get the following A
equations of M unknowns each. Substituting them to the lines of the system

corresponding to the frequency selection registers we get

Hyp = Lyo(ty,) = Fy k= 0,..., M — 1 (3)

{Hjo,....Hjpm1} ={Lyo(tu,), .., Lipp—1(tu)} = {Fo,..., Fu_1}  (4)

Hyo=Fy=0-Hy®--®1-Hyo®-- 0-Hy_1 = Fy (5)

(6)

Hiya1=F=0Ho& - @©l Hny1® - ®0-Hy_1=Fu_1  (7)

T A o Awse o Aesaien o Aoen T [ Ho T b ]
: 1 : : i i
e i || o

| Avene - Avense o A—vsaien o Asvenoen | L Hx-r | vt
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We are missing N — M more equations, N — M more lines of the system.

Finding these is considerably more complex. What needs to be done, is to
express the contents of the registers of the LFSR for the time steps following
the first hit (¢71), as functions of the (unknown) contents of the LFSR for that
first hit. In other words, to express them as functions of the N unknowns of
our system. So at time step 1+ 1, the content of the 1st register of the LEFSR
is

1
Lot +1) = ®LRp tm) = Q Hry=Hro @ @ Hpp-1. (8)

The contents of the remaining registers for time step ¢y, + 1 are found by

shifting to the right the contents of the registers of time step tg;.
Lz(tH1+1):Lz—1(tH1) :Hl_l,lzl,,N—l (9)

The contents of the LFSR for the subsequent time steps (ty1 + 1,t41 +
2,...), are found in a similar manner by expressing them using binary logical
operations as linear functions of the original unknowns (H;). In this way we

arrive at time step tyo, when the second hit is detected.
Lo(tus) = Lo(tur +ta) = ®LRp tuo — 1) = fo(Ho,...,Hy_1). (10)

Li(tys) = Li(ty1 +tg) = Li1(tye — 1) = fi(Ho,...,Hy_1),i=1,...,N — 1.
(11)

For this new hit (¢g2), we know once more the contents of the registers
of the LFSR that are employed for frequency selection. So if we equate the
expressions of these contents in terms of the original unknowns, to the pattern
corresponding to the selection of the monitored frequency, we get M new
equations with the same N unknowns.

We select those that are not identical to the equations we already have
(meaning they are linearly independent of them) and place them in the lines
of the system that are unknown to us. This placement is done in a way, that
the diagonal elements of the coefficient matrix are always non-zero, so that
this matrix is invertible and the associated linear system solvable.

When (after N/M hits) we have N equations for our N unknowns, we can
use the Gaussian Elimination numerical method for solving linear systems will

be used adapted for the Boolean algebra. The details of this adaptation lie
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beyond the scope of this short paper, but suffice it to say that multiplication
is substituted by the logical operation AND, and addition by XOR.

In order to fill in a systematic way the matrices of the linear system of
equations required by the proposed method, the following technique is used.
First all the elements of the coefficient matrix and the right hand side vector
are set to zero.

The filling of the elements (assembly) of the matrices of our system will
take place in stages. M lines at a time. At each stage we can check if a line
has been filled, by looking at its diagonal element (that is the one with equal
column and line indices). If this is non-zero then the line is already filled (from
a previous stage). Otherwise it isn’t, as the diagonal elements of the coefficient
matrix of the system are not allowed to be zero.

After the first hit, (¢51) we get our first M Boolean equations. They are the
ones resulting from equating the contents of the frequency selection registers
with the bits corresponding to the monitored frequency.

This way, we can fill M lines of the coefficient matrix and M elements of
the right hand side vector. At the M elements of the right hand side vector we
place the bits corresponding to the monitored frequency, while at the lines of
the coefficient matrix A with indices those of the frequency selection registers
we set their zero diagonal elements to 1. All other elements remain zero.

In order to track the evolution in time of the correlations of the unknown
contents of the LFSR, we introduce a auxiliary matrix. Denoted by C, it is a
binary N x N matrix.

Initially all of its elements are set to zero. Then at the time step after
the first hit we fill with 1s the elements of the first line with column indices
equal to the indices of the registers that are employed in the feedback of the
LEFSR. At the remaining lines (after the first) we put ones at their pre-diagonal
elements (those with column index equal to their line index minus one). In
this way we encode in binary the operation and function of the LFSR. The
first line of the auxiliary matrix encodes the feedback operation, while the rest
encode the shifts to the right.

The lines after the first are filled with the contents of the previous time
step for the line situated above them. It is obvious how this encodes the shifts
to the right of the contents of the LESR. In order to avoid errors, this change

must start from the bottom line and work its way up to the second (that will
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be filled with the contents of the first line from the previous step, which must

be temporarily stored before the application of the aforementioned changes).

In the steps that follow the transformation of the contents of the auxiliary
matrix take place in the following way: The contents of the first line are
substituted by the results of the XOR of the corresponding elements of the
lines with indices those of the registers that are employed in the feedback. In
that way we continue to encode in binary the process of feedback for the steps
that follow that of the first hit (¢z).

Then when we detect again another hit, then and only then from the M
lines of the matrix C' with indices those of the frequency selection registers, we

choose the ones that fulfill the following criteria:

e They are not identical with any of the already nonzero lines of the in-
complete coefficient matrix A (those with non-zero diagonal element).
In this way we ensure that the equations of our system will be linearly
independent.

e The chosen lines must have a non-zero element on a column with index
equal to the line index of a zero line of the incomplete A. This criterion
guarantees that the A matrix will have non-zero diagonal elements and

our system will be solvable.

When the above three criteria are satisfied we take the lines that satisfy them
and we place them at the positions of the zero lines of the incomplete A,
ensuring that each new line will go in such a position that its diagonal element

will be non-zero. This is what the second criterion makes possible.

When using the above criteria, we choose a line from C' (let that be the
line 7), in order to place it at the position of the line j of the incomplete A,
then we also take the content of the corresponding frequency selection bit and
place it at the position of the element of the incomplete right hand side b with
index j.

In this way we assemble the coefficient and the right hand side matrices of

our system, and after N/M hits the matrices of our system will be complete.
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3 Conclusion

The proposed method is simple easy to implement, efficient and offers
speed, accuracy and above all security as it does not require a fixed frequency
synchronization channel.

An additional advantage of the method that we have presented is that it
allows to a central station to choose which peripheral stations will be receiving
a certain message and which will be excluded. This can be done by assigning a
different monitored frequency to each peripheral station, and when one station
doesn’t need or shouldn’t read a certain transmission the central station will
not use this particular frequency in its hops. Then the temporarily excluded

station won’t be able to synchronize.
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